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PREFACE 

Evolvable hardware refers to hardware that can learn and adapt autono­
mously in a dynamic environment. It is often an integration of evolutionary 
computation and programmable hardware devices. The objective of evolvable 
hardware is the autonomous reconfiguration of hardware structure in order to 
improve performance over time. The capacity for autonomous reconfiguration 
with evolvable hardware makes it fimdamentally different from conventional 
hardware, where it is almost impossible to change the hardware's fimction and 
architecture once it is manufactured. While programmable hardware devices, 
such as a PLD (Programmable Logic Device) and a FPGA (Field Program­
mable Gate Array), allow for some functional changes after being installed on 
a print circuit board, such changes cannot be executed without the interven­
tion of human designers (i.e., the change is not autonomous). With the use of 
evolutionary computation, however, evolvable hardware has the capability of 
autonomously changing its hardware architectures and functions. 

The origins of evolvable hardware can be traced back to Mange's work 
and Higuchi's work, which were conducted independently around 1992. 
While Mange's work has led to bio-inspired machines that aim at 
self-reproduction or self-repair of the original hardware structure rather than 
evolving new structures, Higuchi's work has led to evolvable hardware re­
search utilizing evolutionary algorithms for the autonomous reconfiguration 
of hardware structures. This book focuses primarily on the second line of 
research. 

Departing from the initial interest of the artificial intelligence and artificial 
life communities in evolvable hardware to autonomously evolve hardware 
structures, recent evolvable hardware research has come to address some 
important topics for semiconductor engineering and mechanical engineering, 
such as: 
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• post-fabrication LSI adjustment, 
• LSI tolerance to temperature change, 
• self-testing/self-repairing LSI, 
• human-competitive analog design, 
• MEMS fine-tuning, 
• adaptive optical control with micron-order precision, and 
• evolvable antenna for space missions. 

Research activities relating to evolvable hardware are mainly reported at 
two international conferences. The first one is the series of International 
Conferences on Evolvable Systems (ICES). The second is the NASA-DoD 
Evolvable Hardware Conferences that have been held every year in the USA 
since 1999. While it is rather difficult to neatly classify this body of research 
activities, this book adopts the following three categories: 
1. Digital hardware evolution 

(1-1) Digital evolvable hardware based on genetic algorithms 
(1 -2) Bio-inspired machines 

2. Analog hardware evolution 
(2-1) Analog evolvable hardware based on genetic algorithms 
(2-2) Analog circuit design with evolutionary computation 

3. Mechanical hardware evolution 
This book brings together 11 examples of cutting-edge research and ap­

plications under these categories, placing particular emphasis on their prac­
tical usefiilness. 

Tetsuya Higuchi 
Yong Liu 
Xin Yao 
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Chapter 1 

INTRODUCTION TO EVOLVABLE HARDWARE 

Tetsuya Higuchi\ Yong Liu^, Masaya Iwata^ and Xin Yao^ 
'Advanced Semiconductor Research Center, National Institute of Advanced Industrial Science 
and Technology (AIST), Email: t-higuchi@aist.go.jp; ^The University of Aizu, Fukushima, 
Japan; ^The University of Birmingham, UK. 

Abstract: This chapter provides an introduction to evolvable hardware. First, the basic 
idea of evolvable hardware is outlined. Because evolvable hardware involves 
the integration of programmable logic device and evolutionary computation, 
these are both explained briefly. Then, an overview of current research on ev­
olvable hardware is presented. Finally, the chapter discusses some directions 
for future research. 

Key words: genetic algorithm, genetic programming, FPGA, programmable logic device. 

1. INTRODUCTION 

This book describes a new hardware paradigm called "Evolvable Hard­
ware" and its real-world applications. 

Evolvable hardware is the integration of evolutional computation and 
programmable hardware devices. The objective of evolvable hardware is the 
"autonomous" reconfiguration of hardware structure in order to improve per­
formance. The capacity for autonomous reconfiguration with evolvable 
hardware makes it fundamentally different fi-om conventional hardware, 
where it is almost impossible to change the hardware's function once it is 
manufactured. While programmable hardware devices, such as a PLD (Pro­
grammable Logic Device) and a FPGA (Field Programmable Gate Array), 
allow for some functional changes after being installed on a print circuit 
board, such changes cannot be executed without the intervention of human 
designers (i.e., the change is not autonomous). With the use of evolutional 
computation, however, evolvable hardware has the capability to autono­
mously change its hardware ftinctions. 
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The origins of evolvable hardware can be traced back to two papers by 
Daniel Mange (Mange, 1993 a, 1993b) and a paper by Tetsuya Higuchi (Hi-
guchi, 1992), which were written independently around 1992. While the 
Mange papers led to bio-inspired machines that aim at self-reproduction or 
self-repair of the original hardware structure rather than evolving new struc­
tures, the Higuchi paper led to evolvable hardware research utilizing genetic 
algorithms for the autonomous reconfiguration of hardware structure. This 
book focuses primarily on the second line of research. 

Departing firom an initial interest in artificial intelligence and artificial 
life for hardware to autonomously evolve its own structure, recent evolvable 
hardware research has come to address important topics for semiconductor 
engineering and mechanical engineering, such as: 
• post-fabrication LSI adjustment 
• LSI tolerance to temperature change 
• self-testing/self-repairing LSI 
• human-competitive analog design 
• MEMS (Micro Electro Mechanical System) fine-tuning 
• adaptive optical control with micron-order precision 
• evolvable anteima for space missions 

Research activities relating to evolvable hardware are mainly reported at 
two international conferences. The first one is the series of International 
Conferences on Evolvable Systems (ICES) held in 1996 (Japan), 1998 
(Switzerland), 2000 (UK), 2001 (Japan), 2003 (Norway), 2005 (Spain), 2007 
(to be in China) and 2008 (to be in Czecho-Slovakia). The second is the 
NASA-DOD Evolvable Hardware Conferences that have been held every 
year in the USA since 1999. While it is rather difficult to neatly classify this 
body of research activities, this book adopts the following three categories: 
1. (Category 1) Digital hardware evolution 

(1 -1) Digital evolvable hardware based on genetic algorithms 
(1 -2) Bio-inspired machines 

2. (Category 2) Analog hardware evolution 
(2-1) Analog evolvable hardware based on genetic algorithms 
(2-2) Analog circuit design with evolutionary computation 

3. (Category 3) Mechanical hardware evolution 
This book brings together nine examples of cutting-edge research and 

applications under these categories, placing particular emphasis on their 
practical usefulness. 

Category 1-1 of digital evolvable hardware based on genetic algorithms 
includes a data compression method for print images proposed by H. Sa-
kanashi that has been accepted by the International Standards Organization 
(ISO) (Chapter 2), the first evolvable hardware chip developed for myoelec­
tric hand control by I. Kajitani (Chapter 3), and E. Takahashi's work on 
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clock-timing adjusting (Chapter 4). According to a report, a similar method 
to Takahashi's was used in the clock-timing adjustment for engineering sam­
ples of the Intel Pentium 4. 

Under Category 1-2, the pioneering work on bio-inspired machines is 
discussed by D. Mange (Chapter 5), while Chapter 6 by A. Tyrrell describes 
an LSI implementation of a bio-inspired machine. 

As representative work on analog evolvable hardware based on genetic 
algorithms (Category 2-1), M. Murakawa describes the analog intermediate 
filter LSI used in commercial cellular phones (Chapter 7) and A. Stoica out­
lines NASA's FPTA (Field Programmable Transistor Array) (Chapter 8). 
Employing a FPTA, Chapter 9 by R. Zebulum demonstrates how adaptation 
to extreme low temperatures is possible with the genetic algorithm approach. 

In Category 2-2, Chapter 10 presents J. Koza's work which highlights the 
great potential of evolvable hardware for innovative analog circuit design. 

Two pioneering works in mechanical hardware evolution are described 
within Category 3: H. Nosato's work on evolvable femtosecond laser sys­
tems (Chapter 11) and D. Keymulen's evolvable gyro system (Chapter 12). 
These works suggest that optimization by genetic algorithms can open up a 
new paradigm of mechanical evolutions that has a potentially wide applica­
tion for MEMS. 

Before each of these eleven works are described in detail in the following 
chapters, the remainder of this chapter briefly discusses three aspects of ev­
olvable hardware research: (1) the basic idea of evolvable hardware, (2) an 
overview of evolvable hardware research being conducted around the world, 
and (3) directions for future research on evolvable hardware. 

2. BASIC IDEA OF EVOLVABLE HARDWARE 

As previously noted, two concepts are combined in realizing evolvable 
hardware: programmable hardware devices such as FPGA, and evolutionary 
computation such as genetic algorithms and genetic programming. In this 
section, these two concepts are briefly explained. 

2.1 Programmable Hardware Devices 

The advantage of programmable devices is that the hardware architecture 
can be changed any number of times by loading software string bits that de­
termine the specific hardware structure. Because this advantage leads to fast 
protot5^ing and reductions in repair costs, the market for FPGAs as pro­
grammable hardware devices has grown rapidly over the last two decades. 
Typically, a FPGA has a structure, as depicted in Figure 1-1, consisting of 
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functional blocks (FBs) and interconnections among the FBs. The function 
of an FB can be specified by setting some bit string into the block. The inter­
connections to FBs are also determined by setting the bit strings. These bit 
strings, shown as dots in the figure, are called configuration bits. Thus, the 
specific hardware structure of a programmable hardware device is actually 
determined by downloading the configuration bits. 

Figure 1-2 is a more specific example of hardware reconfiguration with a 
programmable logic array (PLA) which is an early PLD product of the 
1980's. A PLA consists of a Boolean AND part (left side of Figure 1-2) and 
a Boolean OR part (right side of Figure 1-2). In Figure 1-2, there are four 
inputs (XO to X4) and two outputs (YO and Yl). By setting the switch dots, 
various hardware flinctions can be realized. 

For example, on the first row of the switch setting for the AND part, only 
one switch dot is on, which means that negation of input XO is allowed to 
enter the Boolean AND part of the PLA. So, the output fi-om the first row of 
the AND part becomes XO. On the second row, four switch dots are on, 
which means that XO and X3, as well as the negations of XI and X2, can 
enter the second row of the AND part. So, the output from the second row 
becomes XQXIXIX?). Similarly, the outputs for the third and fourth rows 
would be XOYVCIXI and JSTOXS, respectively. 

Input Pin 

Interconnection 

\ 

I Output Pin 

FB: Function Block 

Figure 1-1. FPGA organization 
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Input 
XO X1 X2 X3 

(« 

YO=XO+XOX 12(2X3 _ 
Y1=X0X1X2X3+X0X3 

YO Y1 Output 

0100000010 1001011010 1001100101 10 OOOOQIOl} 

Switch Setting 

Figure 1-2. Reconfiguration of PLA 

The outputs from the AND part go to the OR part. The switch settings for 
the OR part mean that for the second column from the right the outputs from 
the first and second rows of the AND part are allowed to enter. So, 
the output YO from this second column of the OR part becomes 
XO + X0X1X2X3 • Similarly, for the other column, the output Yl becomes 
X0XiZ2X3 + X0X3 with the switch settings in Figure 1-2. The switch set­
ting is shown at the bottom of Figure 1-2. By downloading this bit string, YO 
and Yl would be defined as explained above. If a different bit string is 
downloaded into the PLA, a different hardware fimction for the PLA would 
be easily realized. 

2.2 Evolutionary Computation 

This section briefly outlines the principles of evolutionary computation. 
After describing genetic algorithm in the first subsection in terms of the ini­
tial preparation stage and the search process, involving crossover, mutation, 
evaluation and selection procedures, the second subsection introduces ge­
netic programming as the application of GAs to the evolution of computer 
programs. 
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2.2.1 Genetic Algorithm 

Within artificial intelligence, one frequently encounters search problems 
where the solution cannot be identified within a finite period of time due to 
the combinatorial explosion of the search space. Genetic Algorithm (GA) is 
a general search technique that can be applied to such problems because it 
does not require user specific or a priori knowledge concerning the problem 
to be solved. First proposed by J. Holland, GA is loosely based on the notion 
of population genetics. Accordingly, some GA terms (e.g., chromosome, 
mutation) are derived from population genetics, although they do not corre­
spond strictly to their senses within population genetics. 

A search executed by a GA involves two stages: the preparation and the 
search stages: 

(Preparation) 
1. First, a set of candidate search solutions, called a population, must be 

prepared, because GA is a parallel search method that starts searching 
from this initial candidate population. 

2. Each candidate is referred to as a chromosome, which is t5^ically a bi­
nary bit string. The initial values of candidates are determined randomly. 

3. An evaluation function, known as the fitness function, must also be de­
signed for each problem. The fitness function is used to evaluate each 
chromosome in terms of being a good solution to the problem. 

(Search) 
The basic idea behind GA is to obtain a new chromosome with the opti­

mal fitness value that can be regarded as a search solution. Until this chro­
mosome is obtained, genetic operations, such as crossover and mutation, are 
repeatedly executed on the population. As shown in Figure 1-3, GA search 
involves repeatedly executing a cycle, referred to as a "generation," consist­
ing of a crossover operation, a mutation operation, an evaluation, and selec­
tion. 

1. Crossover operation: One of the methods of generating new chromo­
somes is the crossover operation. The operation randomly chooses two 
chromosomes as parents and exchanges parts of them, as shown in Fig­
ure 1-4. 

2. Mutation operation: A particular bit is stochastically chosen and its value 
is flipped to generate a new chromosome. 

3. Evaluation: In order to identify the candidates that may survive to the 
next generation, each chromosome is evaluated according to the fitness 
fimction and assigned a fitness value. 
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Figure 1-3. GA cycle 

chromsomel 0 0 1 0 

chromsome2 1 0 0 1 

1 0 1 

0 0 1 swap 

new chroms omel 0 0 1 0 0 0 1 

new chromsome2 1 0 0 1 1 0 1 

Figure 1-4. Crossover operation 

4. Selection: By executing the crossover and mutation operations, new 
chromosomes are generated that may have higher fitness values. How­
ever, because the number of chromosomes in a population is fixed during 
a search, it is necessary to select from among the old and new chromo­
somes. While there are various policies concerning selection, the t5^ical 
operation is the roulette wheel selection. With the roulette selection, 
chromosomes with higher fitness values are likely to survive as members 
of the next generation. Once selection is completed, a new population is 
ready for the next generation. 

Let us consider the following search problem as an example of a GA search: 

find x^where f{x^) = Maxf{x). (1) 
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First, the fitness function for this problem is set to be f{x). Then, as shown 
in Figure l-5(a), an example population of five 10-bit chromosomes is gen­
erated at random. Each chromosome can be decoded to the variable x in (1). 
Pairs of chromosomes are then randomly selected. These are mated and un­
dergo genetic operations such as crossover and mutation, to yield better 
chromosomes in subsequent generations. After several generations of the 
GA search, chromosomes with lower fitness values tend to be eliminated 
fi-om the population and relatively high-fitness chromosomes remain, as 
shown in Figure l-5(c) (in contrast to Figure l-5(a)). 

fitness 

(a) Initial Population 

• 
lOlOlC 
000000 0000 

swapB 

101010 0000 
000000 1010 

loioioioio 
invert B (b) Crossover & Mutation 

101010 0 010 

fitness 
(c) A population snapshot 

al̂ ei- several generations 

Variations of Chromosomes 

Figure 1-5. An example of GA search 

2.2.2 Genetic Programming 

A special subbranch of GAs is genetic programming proposed by J. Koza 
as the application of GAs to the evolution of computer programs. Trees (par­
ticularly. Lisp expression trees) are often used to represent individuals. Both 
crossover and mutation are used in genetic programming. 
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Genetic programming can be used to automatically create both the topol­
ogy and sizing of an electrical circuit by establishing program trees for elec­
trical circuits and defining a fitness that measures how well the behavior and 
characters of a given candidate circuit satisfy the design requirements. A 
developmental process can be employed to transform a program tree into a 
fiilly developed electrical circuit by executing component creation, topology 
modification, and development control functions, as well as arithmetic per­
formance and automatic defining functions. One advantage of this kind of 
developmental process is in preserving the electrical validity of the circuit. 
Another advantage is the ability to preserve locality. Most of the functions 
involved in the developmental process operate on a small local area of the 
circuit, so subtrees within a program tree tend to operate locally. The cross­
over operation transplants subtrees and preserves their locality. The mutation 
and architecture-altering operations also both preserve locality because they 
only affect subtrees. 

The evolutionary design offers several advantages over conventional de­
sign carried out by human designers. First, evolutionary design can explore a 
wider range of design alternatives in the hope of evolving novel designs. 
Second, evolutionary design does not assume a priori knowledge about any 
particular design domain, which is advantageous, where a priori knowledge 
is scarce or too costly to obtain. Finally, evolutionary design can cope with 
all kinds of constraints to satisfy the design requirements. 

2.3 Integration of Genetic Algorithm and Programmable 
Hardware Devices 

The key concept of evolvable hardware is to regard the configuration bits 
of programmable hardware devices as the chromosomes of GAs. By design­
ing a fitness function to achieve a desired hardware function, the GA be­
comes a means of autonomous hardware reconfiguration. Figure 1-6 ex­
plains this idea. Configuration bits "evolved" by the GA are repeatedly 
downloaded into the programmable hardware devices until the evolved 
hardware performance is satisfactory in terms of fitness function values. A 
GA for evolvable hardware is executed either outside or inside the evolvable 
hardware, depending on its purpose. For example, if the speed of hardware 
reconfiguration is an important factor, then the GA should be inside the ev­
olvable hardware. 
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Initial Chromosome Genetic Algorithm 

Chapter 1 

Evolved Chromosome 

0 1 1 1 0 0 1 1 0 0 1 0 0 1 

Programmable Lojtic (PLp.FPGA) 

Initial Circuit 

1 0 1 0 0 1 1 1 0 0 1 1 1 0 

Programmable Logic (PLD,FPGA) 

H •6!mx& 

-S 
Evolved Circuit 

Figure 1-6. Basic idea of evolvable hardware 

3. OVERVIEW OF EVOLVABLE HARDWARE 
R E S E A R C H A R O U N D THE W O R L D 

This section presents a brief overview of evolvable hardware research 
around the world. In this selective survey, we highlight research reported at 
the International Conference on Evolvable Systems (ICES). First held in 
1996, ICES was the first conference to focus mainly on evolvable hardware, 
including all aspects of evolvable systems. As already mentioned, we are 
classifying evolvable hardware research under three categories: digital 
hardware evolution, analog hardware evolution, and mechanical hardware 
evolution. Some works are singled out in each category. For readers with 
flirther interest, it is recommended to read X. Yao's overview (Yao, 1999). 

3.1 Digital Hardware Evolution 

Digital hardware evolution is the most active category of evolvable 
hardware research. In this book, this category is flirther classified into two 
t5^es: evolvable hardware based on genetic algorithms and bio-inspired ma­
chines. 

3.1.1 Digital Evolvable Hardware Based on Genetic Algorithms 

This category covers work in designing digital circuits using GA. Many 
of the works under this category have been presented at ICES. 

Some new methods for the evolutionary design of digital circuits have 
been proposed. The first evolvable hardware chip developed for myo-electric 
hand control is described in Chapter 3. J. Torresen (Torresen, 2001) has pro-
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posed a new evolvable hardware architecture for pattern classification in­
cluding incremental evolution. He showed that the method is applicable to 
prosthetic hand controllers. M. Garvie, et al. (Garvie, 2003) have shown the 
evolution of digital circuits capable of performing built-in self-test behavior 
in simulations for a one-bit adder and a two-bit multiplier. Their results sug­
gest that evolved designs can perform a better diagnosis using less resource 
than hand-designed equivalents. J. Korenek, et al. (Korenek, 2005) have de­
veloped and evaluated a specialized architecture to evolve relatively large 
sorting networks in an ordinary FPGA. 

Some new and practical applications have also been studied. For instance, 
a lossless data compression method for bi-level images using evolvable 
hardware, and a clock-timing adjusting technique are described in Chapter 2 
and 4, respectively. T. Martinek, et al. (Martinek, 2005) have proposed an 
evolvable image filter that was completely implemented in an FPGA. The 
system is able to evolve an image filter in a few seconds if corrupted and 
original images are supplied by the user. S. L. Smith, et al. (Smith, 2003) 
have presented an application of GA to evolve new spatial masks for nonlin­
ear image processing operations, which are ultimately to be implemented on 
evolvable hardware. 

Digital evolvable hardware has also been applied to evolving robot con­
trollers. J. G. Kim, et al. (Kim, 2001) have shown that their proposed GA 
guarantees satisfactory smooth and stable walking behavior in an experiment 
involving a real biped robot. M. M. Islam, et al. (Islam, 2001) have applied 
an incremental approach—a two-stage evolutionary system— t̂o develop the 
control system of an autonomous robot for a complex task. Harding, et al. 
(Harding, 2005) have discussed the stability and reconfigurability of a real­
time robot controller evolved in liquid crystal. They envisage these issues 
will be important when programming or evolving in other physical systems. 

3.1.2 Bio-inspired Machines 

Under this category, many ideas for applying the biological process to 
evolutionary systems have been studied. This topic has been discussed since 
the very beginning of evolvable hardware research. 

Embryonic electronics (embryonics) (Mange, 1998) is a research project 
that draws inspiration from the biological process of ontogeny in seeking to 
implement novel digital computing machines with better levels of fault tol­
erance. H. F. Restrepo, et al. (Restrepo, 2001) have proposed a multicellular 
universal Turing machine implementation that is endowed with self-
replication and self-repair capabilities. L. Prodan, et al. (Prodan, 2001) have 
proposed artificial cells driven by artificial DNA to implement their embry­
onic machines. A. Stauffer, et al. (Stauffer, 2001) have fabricated a self-
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repairing and self-healing electronic watch: the BioWatch, with a system 
based on an array of small processors. Their recent work is described in 
Chapter 5. 

As described in Chapter 6, a new research project has also been proposed 
on "reconfigurable POEtic tissue." The project goal is to develop a hardware 
platform capable of implementing with digital hardware systems that are 
inspired by all three major bio-inspiration axes (phylogenesis, ontogenesis, 
and epigenesis). While W. Barker, et al. (Barker, 2005) have presented re­
sults of hardware fault-tolerance within the POEtic system, J. M. Moreno, 
etal. (Moreno, 2005) have conceived an architecture for POEtic devices, 
internally organizing the main constituent elements. 

Some other works in this category have also been reported. For example, 
J. Greensted, et al. (Greensted, 2003) have proposed a software model for 
multiprocessor system design that uses an interprocessor communication 
system similar to the endocrine system. The system is able to perform arbi­
trary dataflow processing. P. C. Haddow, et al. (Haddow, 2001) presented 
the first case study using the mathematical formalism called L-systems and 
have applied their principles to the development of digital circuits. 
D. W. Bradley, et al. (Bradley, 2001) have analyzed the body's approach to 
fault tolerance based on immune system and have demonstrated how such 
techniques can be applied to hardware fault tolerance. 

3.2 Analog Hardware Evolution 

Analog hardware evolution is a relatively newer category compared to 
digital hardware evolution. The two subcategories involved here are analog 
evolvable hardware based on genetic algorithms and analog circuit design 
with evolutionary computation. 

3.2.1 Analog Evolvable Hardware Based on Genetic Algorithms 

This category covers work on designing analog circuits using GA. While 
there have been fewer reports on analog hardware compared to digital hard­
ware, there has been some interesting work in this category. 

An FPTA (Field Programmable Transistor Array) is an implementation 
of an evolution-oriented reconfigurable architecture for evolving analog cir­
cuits. A number of interesting reported works involve FPTAs. For instance, 
R. S. Zebulum, et al. (Zebulum, 2003) have presented a hardware evolution 
of analog circuits to perform signal separation tasks using their system called 
Stand-Alone Board-Level Evolvable System (SABLES). SABLES integrates 
an FPTA-2 chip and a digital signal processor to implement the evolutionary 
platform. Results demonstrate that SABLES is sufficiently flexible to adapt 
to different input signals without human intervention. L. Sekanina, et al. 
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(Sekanina, 2005) have reported that simple one-bit and two-bit controllable 
oscillators were intrinsically evolved using only four cells of FPTA-2. These 
oscillators can produce different oscillations for different settings of control 
signals. Trefzer, et al. (Trefzer, 2005) have tackled the problem of synthesiz­
ing transferable and reusable operational amplifiers on an FPTA. A multiob-
jective evolutionary algorithm has been developed, in order to be able to in­
clude various specifications of an operational amplifier into the process of 
circuit sjTithesis. Some recent works on FPTAs and SABLES for extreme 
environments are described in Chapters 8 and 9. 

Some effective applications for analog hardware have also been studied. 
An analog intermediate filter LSI used in commercial cellular phones is de­
scribed in Chapter 7. Y. Kasai, et al. (Kasai, 2005) have proposed adaptive 
waveform control in a data transceiver and demonstrated an adaptive trans­
ceiver LSI with the waveform controller. Utilizing a GA, the method has 
achieved a transmission speed that is four times faster than the current stan­
dards for IEEE1394. J. D. Lohn, et al. (Lohn, 1998) have proposed a method 
of evolving analog electronic circuits using a linear representation and a 
simple unfolding technique. Using a parallel GA, they have presented initial 
results of applying their system to two analog filter design problems. 

3.2.2 Analog Circuit Design with Evolutionary Computation 

Within this category, evolutionary computation is used to evolve analog 
circuits. J. R. Koza, et al. (Koza, 1996) have proposed utilizing genetic pro­
gramming for evolving analog circuits. Genetic programming is a systematic 
method to get computers to automatically solve problems. Genetic pro­
gramming is an extension of the GA concept into the arena of computer pro­
gramming. J. R. Koza, et al. have successfully evolved a design for a two-
band crossover filter using genetic programming. They have also succeeded 
in evolving an op amp with good frequency generalization (Bennett, 1996). 
Their recent works are described in Chapter 10. 

3.3 Mechanical Hardware Evolution 

This category includes works using evolutionary algorithms to adjust 
machine parts. Although this is the newest category, some interesting appli­
cations have already been reported. While an evolvable femtosecond laser 
system is described in Chapter 11, a tuning method for MEMS gyroscopes 
based on evolutionary computation is explained in Chapter 12. J. D. Lohn, 
et al. (Lohn, 2001) have proposed a GA-based automated antenna optimiza­
tion system that uses a fixed Yagi-Uda topology and a b54e-encoded antenna 
representation. They have also succeeded in evolving new antenna designs 
for NASA's Space Technology 5 mission (Lohn, 2005). 
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4. PERSPECTIVES FOR EVOLVABLE HARDWARE 
RESEARCH 

There are two promising application areas for future research on evolv-
able hardware. One is semiconductor engineering and the other is mechani­
cal engineering, including MEMS. This section briefly reviews important 
works related to these areas. 

4.1 Research Direction Towards Semiconductor 
Engineering 

Although early research interests within evolvable hardware were mainly 
centered on artificial intelligence and artificial life, more recent evolvable 
hardware research is addressing important topics for semiconductor engi­
neering. These include post-fabrication LSI adjustment, tolerance for tem­
perature changes, waveform control for high-speed data transmission, and 
human-competitive analog design, as well as self-test/self-repair LSI, which 
is discussed briefly below. 

In current LSI manufacturing, degradation in the operational yield rate is 
a very serious problem because a poor LSI yield rate results in increased LSI 
costs. One of the main reasons for a poor yield rate is the variations in the 
LSI manufacturing processes. For example, some transistors in the LSI may 
not achieve the required performance (e.g., threshold voltage) due to inaccu­
racies in the manufacturing process. Due to such variations, it is not possible 
to guarantee the final performance of LSI products simply by making more 
elaborate LSI designs. However, one practical solution to achieving accept­
able operational yield rates is post-fabrication LSI adjustment with GA (see 
Chapter 4). Adjustment circuitries are inserted in advance wherever yield 
rates might be degraded. Then, the parameters of the adjustment circuitries 
are determined by the GA after LSI fabrication. If the GA adjustment time 
and the adjustment circuitry space are sufficiently small, this approach repre­
sents a very important remedy for improving yield rates. 

The capability of evolvable hardware to adapt to a changing environment 
is also very important for semiconductor engineering. For example, perform­
ance degradation due to temperature fluctuations can be controlled for by the 
GA approach. Stoica's work (NASA) and Zebulum's work (NASA) in this 
direction (see Chapter 8 and Chapter 9, respectively), which is based on 
Stoica's FPTA (see Chapter 8), is very important in this respect. While this 
book does not touch on the issue directly, performance for high-speed data 
transmission (over Giga-Hertz) is heavily influenced by noise through cable 
transmission. With the GA approach, however, circuitry to control the wave­
forms can be adjusted in order to satisfy the requirement for actual cable in­
stallations. 
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While digital hardware design has made rapid progress due to advances 
in EDA software tools, analog hardware design is still highly reliant on the 
experience and maturity of analog hardware designers. Koza's work on ana­
log hardware design (see Chapter 10) suggests that genetic programming can 
generate human-competitive analog design. 

Recent LSI testing has shifted away fi-om using LSI testers to BIST 
(Built-in Self Test) and BISR (Built-in Self-Repair) for the following rea­
sons. Recent LSIs have high clock firequency over Giga-Hertz and compli­
cated fimctions. While they also require a number of test pins, there are se­
vere restrictions for these test pins, which creates problems for developing 
customized LSI testers. Instead of testing an LSI with dedicated LSI testers, 
one feasible solution that has emerged is to incorporate BIST/BISR func­
tions with the LSI. Research on bio-inspired machines such as Stauffer's 
work (see Chapter 5) and T5Treirs work (see Chapter 6) are pioneering 
works in this direction. 

4.2 Research Direction Towards Mechanical 
Engineering 

While not covered in this book, NASA's evolvable antenna is a very im­
portant work which demonstrates the potentiality of evolvable hardware. The 
shape of NASA's anteima is beyond the human imagination, while maintain­
ing its required performance. 

The evolvable femtosecond laser, described in Chapter 11, is another ex­
ample illustrating how the evolvable hardware approach is effective for me­
chanical evolution. The approach allows for very precise setting of physical 
laser component devices. In general, high performance mechanical systems 
tend to be vulnerable to enviroiraiental changes such as vibrations and tem­
perature changes. The precise physical setting of the components in terms of 
position and angle is key to attaining high performance, but there may be 
limitations with using human engineers when such systems are used in ex­
treme enviroimients (e.g., extreme high/low temperatures and radiation). 
Autonomous positioning with the GA approach can be very effective in such 
circumstances. 

Moreover, D. Keymulen's work (NASA) is the first paper showing that 
the evolvable hardware approach is effective for MEMS tuning. As with 
manufacturing LSIs with fine patterns (i.e. submicron), there are also un­
avoidable fabrication inaccuracies involved with MEMS manufacturing. Fol­
lowing his work (see Chapter 12), fiirther explorations of other MEMS ap­
plications utilizing the GA approach are expected. 
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EHW APPLIED TO IMAGE DATA 
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Abstract: In this chapter, EHW is applied to the lossless image compression, and it is 
implemented in a chip. The current international standard for bi-level image 
coding, JBIG2-AMD2, is modified by the proposed method to achieve high 
compression ratios, where compression parameters are optimized by the en­
hanced genetic algorithm (GA). The results of computer simulations show a 
171% improvement in compression ratios with the proposed method compared 
to JBIG2 without optimization. The experiment shows that when the method is 
implemented by hardware with an evolvable hardware chip, the processing 
speed is dramatically faster than execution with software. This chapter also de­
scribes activities concemmg ISO standardization to adopt part of the technol­
ogy used in this method to the JBIG2 standard. 

Key words: data compression, JBIG2 (Joint Bi-level Image experts Group, 2), ISO/IEC 
standard, EHW chip. 

1. INTRODUCTION 

Since the emergence of Desk Top Publication (DTP) in the graphic (im­
aging, printing and publishing) industry, digital image data has been handled 
in many ways, such as with digital printers, on-demand printing/publishing 
(ODP), and so on. On the other hand, the large costs for storage and transfer 
of an enormous amount of huge images have become a serious problem. For 
example, the electrophotographic printer must have the large storage and the 
broad data-bus to process many high-resolution images quickly. In the case 
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of the on-demand publishing/printing, the large costs involved in transmis­
sion and storage pose serious problems to their practical use because the size 
of the data becomes extremely large for commercial printed matter with high 
resolutions. 

To overcome these problems, image data must be compressed as much as 
possible and must be restored to its original state very quickly. Unfortunately, 
traditional data compression methods cannot satisfy these requirements, be­
cause the image data used in the printing/publishing industry have distinctive 
characteristics. 

In this chapter, Evolvable Hardware (EHW) is applied to a data compres­
sion system. The proposed method has the following 4 features; (1) adoption 
of JBIG2 (ISO/IEC Int. Stand. 14492, 2001), the latest international standard, 
as basis, (2) introduction of a simplified initialization procedure for effective 
analysis in the genetic algorithm (GA) (Holland, 1975), (3) simplification of 
the evaluation procedure, and (4) enhanced crossover operations. The results 
of computer simulations show that the proposed method has a compression 
ratio that is 171% better than that of JBIG2 without optimization. 

We have developed an EHW chip for the proposed method. The result of 
an experiment using the chip has demonstrated that the compression ratio is 
higher than for conventional data compression chips, and, moreover, that the 
speed is dramatically faster than with software execution. 

2. LOSSLESS COMPRESSION OF HIGH-
RESOLUTION GRAPHIC ART IMAGES 

2.1 Image Data for Graphic Arts 

In general graphic arts technology, color images are basically trans­
formed into four high-resolution bi-level images before going to press, be­
cause press machines can only represent two levels (inked or not-inked). 
These bi-level images correspond to four colors (cyan (C), magenta (M), 
yellow (Y) and black (K)). Differences in brightness are represented by vary­
ing the density and size of the ink dots, known as halftone dots, which are 
composed from bi-level pixels located on a fixed rectangular grid. 

Thus, the graphic arts images have the following features: 
• Sets of bi-level images, 
• Very high resolution, and 
• Large frequency with which the pixel values switch is high in both the 

horizontal and vertical directions of a raster scan. 
Traditionally, because the image data must be compressed in lossless 

fashion (reversibly) to avoid distortion or degradation in press quality, MH 
(Modified Haf&nan), MR (Modified Read) (CCITT Recommendation T.4, 
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1998) and MMR (Modified Modified Read) (CCITT Recommendation 
T.6, 1998) methods, which are well-known international standards for fac­
simile, have been used for encoding. These methods are based on run-length 
coding. MH uses a one-dimensional model, while a two-dimensional model 
is adopted in MR and MMR (the principle in MMR is the same as that in 
MR, but some error correction mechanisms are eliminated to achieve higher 
compression efficiency). These methods provide fairly good compression for 
line-art or text images. However, these methods are unsuitable for data 
where the switching frequency for pixel values is high, like halftone images, 
because they code the positions where pixel values are switched for each line. 

In contrast, JBIQ a template-based arithmetic coding method (Sayood, 
2000), was a general-purpose compression method for bi-level images, and 
IBIG2 (ISO/IEC Int. Stand. 14492, 2001) was standardized as its successor 
in 2000. IBIG2 was designed to upgrade the lossless JBIG encoding method 
and to add a lossy compression mode based on pattern matching. As lossy 
encoding is not relevant to the compression of graphic art images, this chap­
ter focuses only on the lossless encoding mode in JBIG2. 

2.2 Lossless Image Compression with JBIG2 

The template-based arithmetic coding method is based on the hypothesis 
that the probability of a given "pixel to be coded" having a specific value 
depends on the values of a limited number of preceding pixels. In JBIG2, the 
MQ-Coder is adopted as an arithmetic coder; we shall limit our discussion 
here to this template-based coding method because a detailed explanation of 
the MQ-Coder would be beyond the scope of this chapter (the principle of 
arithmetic encoding and the procedure for the MQ-Coder are detailed in (Sa­
yood, 2000) and (ISO/IEC Int. Stand. 14492, 2001), respectively). 

In JBIG2 and its enhanced version called JBIG2-AMD2 (ISO/IEC Int. 
Stand. 14492/Amd.2, 2003), 16 pixels preceding the pixel to be coded are 
observed in calculating the probability that it takes a specific value {0, 1}. 
This probability is used to predict the values of the pixels to be coded, and 
the accuracy of prediction strongly influences the compression efficiency. 
Here, these observed pixels are called "reference pixels," and the configura­
tion of their positions is called a "template." Figure 2-1 is a diagram of the 
template consisting of 16 reference pixels used by JBIG2-AMD2. The ques­
tion mark in the figure represents the pixel to be coded and is not part of the 
template. While the positions for the 4 reference pixels are fixed, as marked 
with a #, there are also 12 special reference pixels called the adaptive tem­
plate (AT) pixels, indicated in the figure as A, {/ = 1, ..., 12}. AT pixels can 
arbitrarily change positions within the range marked by the dotted line to 
achieve higher prediction accuracy and, in turn, higher compression effi­
ciency. 
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However, it is a very difiScult problem to optimize AT pixels according to 
the characteristics of images to be compressed. Therefore, the next section 
proposes an extended GA to optimize the configuration of the template of 
JBIG2-AMD2 quickly and efficiently. 
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Figure 2-1. Default configuration of JBIG2-AMD2 template 

3. EXTENDED GA FOR TEMPLATE 
OPTIMIZATION 

Since the basics and procedures of GA are already described in the previ­
ous chapter, this chapter shows some of the modifications and enhancements 
for the problem of optimizing the JBIG2 templates. 

3.1 Coding of Chromosomes and Initialization of a 
Population 

As each AT pixel exists within an area of 256 x 128, as shown in Fig­
ure 2-1, its location can be specified by 15 bits. If the number of AT pixels is 
M, then the total length of a chromosome is 15Mbits. The enhanced tem­
plate proposed in this chapter has 12 AT pixels, so the length of the chromo­
some is 180 (=15 X 12) bits, as shown in Figure 2-2. In the computational 
simulation described later, the population consists of 30 chromosomes. 

An initial population is usually generated at random, although some GAs 
adopt a kind of biased initialization, based on certain information related to 
the problem. For example, in our previous method, the initial population was 
generated from a seed template by a mutation operation that was derived 
firom a multiple regression analysis (Sakanashi, 2001). However, the compu­
tational complexity of the multiple regression analysis was enormous. Ac­
cordingly, in this chapter, the seed template is determined by assigning refer­
ence pixels one by one based on their degree of correlation to the pixel to be 
coded. 
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In order to calculate the degree of correlation between the pixel to be 
coded and each candidate AT pixel, it is necessary to scan the entire image to 
check whether the pixels are of the same value. Defining image size as XY, 
because the number of AT pixel candidates is approximately 256 x 128, the 
number of observations and comparisons required will be XY x 256 x 128. 
When the image size is small, the number of calculations would not pose a 
major problem. However, because graphic art images have very high resolu­
tions, this number becomes extremely large. For example, as an A4 image 
with a resolution of 2400 dpi consists of roughly 20000 x 28000 pixels, ap­
proximately 1.8 X lO" observations and comparisons would be needed to 
calculate the correlations. 

Thus, to reduce the number of comparisons between pixel values, the de­
gree of correlation is only checked for pixels to be coded, which are stochas­
tically selected at a probability Pscan, and the respective candidate AT pixels. 
Investigating this Pscan probability in a second preliminary experiment, we 
found that a template of sufficient quality to serve as the seed template in 
initializing the population can be obtained with Pscm = 5000/XY, which is the 
Pscan value used in this chapter. 

In the proposed method, one chromosome in the initial population is the 
bit string representing this seed template, with the remaining chromosomes 
being created by mutating this chromosome at twice the mutation rate to be 
explained later. 
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Figure 2-2. Coding of chromosomes 

3.2 Random Partial Evaluation 

As the objective function to calculate the fitness value of a chromosome, 
the proposed method uses the inverse of the compressed data size achieved 
by the template represented by the chromosome. Thus, a chromosome repre-
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senting a good template that compresses the image data well will have a 
higher fitness value. 

Incidentally, although it would be possible from an information theory 
perspective to use entropy as the fitness value rather than the compressed 
data size, there are two reasons, examined in preliminary experiments, for 
not doing so: (1) there are no significant differences between the costs for 
executing the MQ-Coder and for calculating entropy. (2) As the MQ-Coder 
can dynamically learn the statistics of the given data sequence, the template 
with the lowest entropy calculated in a static way does not always yield the 
maximum compression ratio. 

Employing the compressed data size for evaluation, however, means that 
the image data must be repeatedly compressed to obtain the fitness value for 
each chromosome. The number of times the image data must be compressed 
will be Â  X G times, where N is the population size and G is the number of 
generations until the termination. Although the easiest way to reduce the 
evaluation costs is to only use a small part of the image rather than the entire 
image, evaluation accuracy and the reliability of the fitness value would de­
teriorate, making it impossible to discover the best template yielding the 
greatest compression efficiency. 

Accordingly, this chapter proposes a procedure to solve this problem, 
consisting of the following two steps: 
• Evaluation of the chromosomes is carried out using a small area of the 

entire image. The location of this area is changed at random, if a new best 
chromosome fails to emerge in the population within a given generation 
interval, Gintervai- (If the location of the area is changed at every generation, 
the GA will fail because it cannot cope with such drastic fluctuations in 
the evaluation criteria.) 

• When a new best chromosome does emerge, a hillclimb search is exe­
cuted with this chromosome as the starting point. To avoid over-fit to the 
small area of the image, in the hillclimb search the pixels for evaluation 
are chosen from the entire image at a probability PsampiePixei-
In this chapter, this procedure is referred to as "random partial evalua­

tion," and the computational simulation described later uses the following 
parameters: Gintervai ^ 20, PsampiePixei ^ 0.005, and an area size of 1024x1024 
pixels. 

3.3 Genetic Operations with Template Crossover 

This section proposes a new crossover operator suitable for template op­
timization. For other genetic operators, this chapter adopts existing methods 
such as tournament selection (Goldberg, 1991) and bit-wise point mutation. 
In the computational simulation in the next section, 80% of the chromo-
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somes are chosen by tournament selection with a tournament size of 2, and 
the mutation ratio is 1/180. 

In the template representation, there is no notion of order for the refer­
ence pixels. That is, if the AT pixels Al and A2 in Figure 2-2 were ex­
changed, we would obtain the same compressed data. However, the pixels 
must be arranged in a certain order within the chromosome representation 
and this causes a serious problem. 

If a simple 1-point crossover method is used, chromosomes with com­
mon reference pixels are frequently generated. For example. Figure 2-3 illus­
trates a case where the chromosomes CI and C2 are generated by the 1-point 
crossovers of PI = A|B|C|D and P2 = C|D|E|F. These chromosomes represent 
the templates PTl and PT2, consisting of the set of reference pixels 
{A, B, C, D} and {C, D, E, F}, respectively. With the crossover point be­
tween the second and third pixels, one child, C2 = C|D|C|D, would unfortu­
nately contain only two unique reference pixels, as shown as CT2 in the fig­
ure. Because the compression ratio generally tends to be higher when the 
number of pixels is larger, a chromosome representing a template with over­
lapping reference pixels will have a poorer evaluation. 

Thus, in this chapter, we propose a special crossover procedure called 
template crossover, as follows: 
1. A pair of chromosomes, PI and P2, is compared to identify any common 

reference pixels, Pcommon-
2. If present, common reference pixels are removed from PI and P2, respec­

tively, to produce PI ' and P2'. 
3. If the lengths of PI ' and P2' are 0, P2 is mutated and the process is termi­

nated. 
4. Otherwise, reference pixels in PI ' and P2' are exchanged in a fashion 

similar to bit-wise uniform crossover, with the results being defined as 
Pl"andP2". 

5. Finally, Pcommon IS Concatenated at the ends of both PI" and P2", with the 
results overwriting the original PI and P2, respectively. 
The check in step 3 for the lengths of PI ' and P2' ensures that identical 

templates never appear in the population. Moreover, this elimination of re­
dundancy efficiently reduces the search space and so contributes to improve 
GA search efficiency. Because a template with m reference pixels can be rep­
resented in („P„ = w!) different ways as chromosomes, the number of redun­
dant evaluations is greatly reduced by removing identical chromosomes. 

The parameters of the proposed method mentioned above are summa­
rized in Table 2-1. 
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Figure 2-3. Example of a template with overlapping AT pixels being generated by a one-point 
crossover operation 

Table 2-1. Parameter settings 

Population size 
Length of chromosome 
Max generation 
Selection method 
Crossover method 
Crossover ratio 
Mutation method 
Mutation rate 
p 
-* scan 

Sample area size for evaluation 
^interval 

"SamplePixel 

30 
180 
10000 
Tournament selection 
Template crossover 
0.8 
Bit-wise point mutation 
1/180 
5000/[Image size] 
1024 X1024 
20 
0.005 

4. COMPUTATIONAL SIMULATIONS 

This section presents the results of the computational simulations exe­
cuted to examine the performance of the proposed method. This experiment 
used a set of test images containing the cyan and magenta images of N5, N6 
and N8 in SCID (ISO/lEC Int. Stand. 12640, 1997), which were processed 
by raster image processor (RIP) to decompose the color image into the four 
bi-level images and to increase the resolution to 2400 dpi. They were chosen 
as a test image because they have the medium, smallest and greatest entropy 
levels of the eight images in SCID. Similarly, the cyan and magenta image 
has a larger level of entropy than the yellow and black images. 
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Firstly, to verify the effect of extending the GA for template optimization, 
an experiment was carried out with the 4 conditions shown in Table 2-2, us­
ing only the cyan N8 image. 

Figure 2-4 shows a graph plotting the mean best fitness values achieved 
in 3 runs for each condition. As the evaluation areas changed at random pe­
riods, the fitness values fluctuated sharply, making it diflBcult to differentiate 
the performances across the 4 conditions. 

The graph in Figure 2-5 plots the compression ratios rather than the fit­
ness values, and Figure 2-6 is a close-up of Figure 2-5. These show that 
compression ratios improved as the GA search progressed, which is almost 
saturated within 1000 evaluations in every condition, and one of our fixture 
tasks would be to develop the appropriate termination criteria. 

Looking at the contrast between the pairs of conditions [i]+[iii] and 
[ii]+[iv], which differ in terms of whether initialization was based on corre­
lation analysis, the fact that the results for [iii] and [iv] are respectively bet­
ter than [i] and [ii] indicates that the proposed population-initialization 
method effectively boosts the search performance of the GA. 

Moreover, we can observe that the results for [ii] and [iv] are better than 
[i] and [iii] even though the initial populations were the same for the pairs of 
conditions ([i]+[ii] and [iii]+[iv]). This fact demonstrates the efficiency of 
the template crossover operator, which was adopted in the conditions [ii] and 
[iv] but not in conditions [i] and [iii]. 

Table 2-3 provides the results of the simulations executed to compare the 
performances of (1) JBIG2-AMD2 with the default template, (2) our method 
only with the initialization, and (3) the complete proposed method with the 
enhanced GA (condition [iv]). This table shows that the proposed method 
can achieve much better compression ratios than the default state of JBIG2-
AMD2. 

Additionally, the compression ratio achieved by the initialization-only 
method is about 16.6% ~ 99.7% better than JBIG2-AMD2 with the default 
template, although there is little difference between them in terms of compu­
tational costs. We can say that, from the viewpoint of practical use, it is a 
very reasonable performance in terms of compression efficiency and proc­
essing speed. 

Table 2-2. Siimxlation conditions as a function of the proposed genetic operators 

Initialization with | OFF 
correlation analysis • ON 

Templa.te crossover 
OFF ON_ 

[i] [ii] 
[iii] [iv] 
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Table 2-3. Comparison of compression ratios 

JBIG2-AMD2 Proposed method 
(Default template) (Initialization-only) (Condition [iv]) 

N5 C 
M 

N6 C 
M 

N8 C 
M 

Process time 

6.58 
6.42 
6.10 
5.56 
4.99 
5.15 

33 sec. 

9.47 (+44.0%) 
8.88 (+38.4%) 
12.18 (+99.7%) 
10.30 (+85.3%) 
5.90 (+18.3%) 
6.00 (+16.6%) 

45 sec. 

10.82 (+64.5%) 
9.90 (+54.3%) 

16.58 (+171.9%) 
13.34 (+140%) 
6.51 (+30.5%) 
6.49 (+26.1%) 

1.2 hours 
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Figure 2-5. Improvements in compression ratios 
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Figure 2-6. Improvements in compression ratios (close-up) 

5. IMPLEMENTATION OF THE EVOLVABLE 
HARDWARE 

As described in the previous section, our proposed method provides very 
high compression eflBciency. However, from the practical perspective of use 
in the graphic industry, it is also necessary to implement high-speed com­
pression/decompression because the data for the graphic art images handled 
by this method is huge. In this section, we explain the implementation of 
evolvable hardware (EHW) to speed up this method. 

5.1 Architecture 

The data compression EHW chip consists of a template optimizer, a data 
compressor, and an evaluator, as shown in Figure 2-7. In this implementation, 
both template optimization and evaluation are executed on the host PC. We 
adopted this kind of implementation because the systems that would employ 
our proposed compression method, e.g. electrographic printers, are equipped 
with the latest CPUs that can execute these procedures sufficiently and 
quickly for practical use. Moreover, processing with high flexibility becomes 
possible by executing optimization and evaluation on a PC. In addition, 
when our compression technique is in practical use on electrographic print­
ers, only fast compression and decompression are required. In most cases, 
optimization and evaluation are executed in advance before the equipment is 
manufactured, and then the results are embedded in the equipment. For these 
reasons, this chip is optimized for practical use. 
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In the trial chip, which we discuss in this section, the area of the template 
is limited to 32 x 8 pixels with 10 reference pixels (Figure 2-8). In this case, 
8 bits are required to specify the location of each reference pixel, so a tem­
plate can be represented by 80 bits. 

A block diagram of the chip is shown in Figure 2-9. The chip mainly 
consists of an MQ-Coder (ISO/IEC Int. Stand. 14492, 2001), which is 
the encoder/decoder, an image data memory that stores the input data, a ref­
erence buffer, and a context generator (shown as the hatched areas in Fig­
ure 2-9). 

In order to execute the encoding/decoding procedures in parallel, and 
thus speed up processing, a feature of this architecture is the incorporation of 
two MQ-Coders. 

The specifications of the sample chip are shown in Table 2-4, and a lay­
out image of the chip is shown in Figure 2-10. 

Template Optimizer 

T 
Compression Ratio 

Template 

Image. 
Data 

Data Compressor 

Evaluator 

I Compressed 
Data 

Figure 2-7. Configuration of the data compression system for our method 
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Figure 2-8. The area of the template in the chip 

5.2 Elements of the Chip 

5.2.1 Image Data Memory 

The image data memory stores each line of the image data so that the ref­
erence buffers can extract reference areas eflSciently from the image data. 
The size of this memory is 320 words x 32 bits x 9 lines. Each line in the 
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memory holds one line of image data. If a line of image data is longer than a 
line of memory, then the image data line is divided into memory-line length 
units at preprocessing. The PC accesses the memory in 32-bits groups. The 
lines are updated whenever a process is completed. Accordingly, this mem­
ory always holds the areas for extraction by the reference buffers. The mem­
ory is divided into two groups at the middle of each line, which are used by 
reference buffer 1 and 2, respectively. 
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Figure 2-9. Block diagram of the chip 
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Figure 2-10. Layout image of the chip 

Table 2-4. Sample chip specifications 

Technology 
Package 
Die Size 
Gate Count 
Clock Frequency 
Supply Voltage 
Acceptable Image Size 

O.lS^mCMOS 
160 pin QFP plastic 
5.14 mm X 5.19 mm 
about 56,000 
133 MHz (maximum) 
1.8 V (internal), 3.3 V (I/O) 
10,240 X 65,536 (maximum) 

5.2.2 Reference Buffer 

The reference buffers are buffers for the reference areas of the templates. 
This chip has two buffers corresponding to the two MQ-Coders. Each refer­
ence buffer has two buffers of 64 bits x 8 lines, as shown in Figure 2-11. The 
data stored in the buffer represents the reference area of a template and is 
extracted from the image data memory (Figure 2-12). In the extraction pro­
cedure, the data is extracted by shifting the reference area in one-word 
(32 bits) increments, with each data set being stored into buffers A and B in 
turn. At the edge of an image, the data is clipped so that one-word of data 
protrudes from the edge, as shown in Figure 2-12. Data outside the image 
border is set with a pixel value of 0. The data assigning each column, as 
shown at the top of Figure 2-11, is used to match the data into the columns in 
Figure 2-12. The data is clipped in this way in order to efficiently process the 
data across each word. For example, a reference area crossing the border of 
the image would be processed with the data in the buffer A in Figure 2-11, 
and an area covering wordO and wordl would be processed with the data in 
the buffer B. The buffers are updated after the processes using the buffers are 
complete. 
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Figure 2-12. Ejctraction of reference data from the image data memory 

5.2.3 Context Generator 

The context generator generates a context (10 bits) from a template 
stored in the register and the data for a reference area in the reference buffer. 
A context, which is used by MQ-Coder, is the values of the 10 reference pix­
els for a template. The circuit mainly consists of 10 multiplexers of 
240-inputs and 1-output. The multiplexer extracts the pixels specified by the 
template from the 240 pixels in the reference area of the template (Fig­
ure 2-8). 

In this method, because the circuit in the context optimizer is optimized 
for each image, a template is selected in the learning mode as being optimal 
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for that image. Thus, in this system the context optimizer has the same role 
as the reconfigurable device in EHW. 

5.2.4 Encoder/Decoder (MQ-Coder) 

The encoder/decoder used here is the same as that in the international 
standard for bi-level image encoding, JBIG2. It executes arithmetic encoding 
using pairs of context (10 bits) and a pixel value (1 bit). The circuit is 
based on the specification of JBIG2 (ISO/IEC Int. Stand. 14492, 2001) and 
JBIG2-AMD2 (ISO/IEC Int. Stand. 14492/Amd.2, 2003). The chip has two 
MQ-Coders executed in parallel. The RAM and the ROM placed in fi-ont of 
each MQ-Coder are also defined in the JBIG2 specifications. 

5.2.5 Other Components 

There is an I/O controller for the data I/O control between the chip and 
the PC. A shift register is used in decompression to send the decompressed 
data immediately into the image data memory and the reference buffers. 

5.3 Execution Procedure 

5.3.1 Compression 

The procedure for compressing one image is as follows: 
(1) Set a template in the control register. 
(2) Set image data in the image data memory. 
(3) Compress the data for one line. (The subprocedure is shown in (a) - (e).) 

(a) Clip data of 64 bits x 8 lines from the begirming of the image 
data memory and store in the reference buffer. Assign a pixel 
value of 0 for out of image areas (Figure 2-12). 

(b) Extract 10 pixels as directed by the template from the reference 
data in the reference buffer using the context optimizer. 

(c) The context (10 bits) and the image data (1 bit) are sent to the 
MQ-Coder (encoder part) via the RAM and the ROM. The en­
coded data are sent to the I/O controller. 

(d) Iterate (b) - (c) for the data in one buffer of the reference buffer. 
In this procedure, the reference area is shifted by 1 bit from the 
beginning to the end of the buffer, as shown in Figure 2-13. 

(e) Iterate (a) - (d) for the data of one line. 
(4) Iterate (2) - (3) and send the compressed data into the I/O controller. 

The data is picked up from the external PC. 
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Figure 2-13. Shift of reference area in a reference buffer 

5.3.2 Decompression 

The procedure for decompressing one image is as follows: 
(1) Set a template in the control register. Set all data in the image data 

memory to 0. 
(2) Set the compressed data in the compressed data I/O controller. 
(3) Decompress the data for one line. (The subprocedure is shown in (a) - (e).) 

(a) Clip data of 64 bits x 8 lines from the beginning of the image 
data memory and store in the reference buffer. A pixel value of 0 
represents either an out of image area or a pixel that is not de­
compressed yet. 

(b) Extract 10 pixels directed by the template from the reference data 
in the reference buffer using the context optimizer. 

(c) The context (10 bits) and the compressed data (8 bit) are sent to 
the MQ-Coder (decoder part) via the RAM and the ROM. The 
decoded data is sent to the reference buffer and the image data 
memory via the shift register. 

(d) Iterate (b) - (c) for the data in a buffer in the reference buffer. In 
this procedure, the reference area is shifted by 1 bit from the be­
ginning to the end of the buffer, as shown in Figure 2-13. 

(e) Iterate (a) - (d) for the data of one line. 
(4) Iterate (2) - (3) and send the decompressed data into the image data 

memory. The data are picked up from the external PC. 
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5.4 Performance Evaluation 

5.4.1 Evaluation System 

We have conducted an experiment to evaluate compression and decom­
pression performance. The architecture of the evaluation system is shown in 
Figure 2-14. The system consists of a PC, an interface board, and the chip. 

The PC has a hard disk and software. The hard disk stores the input and 
output data. The original data before compression is stored in TIFF format. 
The software mainly consists of I/O preprocessing and postprocessing, the 
interface between the board and the PC, the template optimizer, and 
the evaluator. The I/O preprocessing includes data reading and format 
conversion. The postprocessing executes header-making and combining 
compressed data in compression, as well as combining expanded data and 
conversion into TIFF format in decompression, and writing data into a file. 
The interface board executes the interface processing between the chip and 
the PC. 

5.4.2 Speed 

We evaluated the performance of the chip in terms of the speed of com­
pression and decompression. The clock fi-equency was 133 MHz. First, we 
evaluated the processing speed of the chip when using only one MQ-Coder. 
The compression speed was 3 - 5 clocks^it, 26.6 - 44.3 Mbit/s. The decom­
pression speed was 5 - 7 clocks/bit, 19.0 - 26.6 Mbit/s. The speeds of this 
chip are the same as those of an MQ-Coder, indicating that the MQ-Coder 
represents a bottleneck to the processing speed of the chip. The changes in 
speed were due to the t5^e of data processed. 

Taking these results as a baseline, we next evaluated processing speeds 
when the two MQ-Coders are used in parallel. If the two MQ-Coders have 
the same processing speeds, then the total processing speed should be dou­
bled when these are executed in parallel. The maximum speed for compres­
sion was 88.6 and the speed for decompression was 53.2 Mbit/s. Although 
the processing is executed in parallel, because the MQ-Coders process ex­
clusively different data, the actual total speed is determined by the slower 
MQ-Coder. Thus, the total speed of the chip with parallel processing is twice 
the speed of the slower MQ-Coder. 
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Figure 2-14. Block diagram of the evaluation system for the chip 

Next, we evaluated the processing speed of the evaluation system includ­
ing the PC (Figure 2-14). The speed was 5.1 Mbit/s for compression and de­
compression. The reason for the slower speeds is that there are too many 
processing threads executed in the PC. This results in slower PC processing, 
which is a bottleneck for the total system. Methods of improving this speed 
are discussed in the next section. 

We compared the processing speed of the chip with the software. The 
compression and decompression speeds of the software using a PC (Pen­
tium 4, 2 GHz) were 0.73 Mbit/s. This shows that the speed executed on the 
evaluation system is about 7 times faster than when executed on an external 
PC, and that the speed of the chip is two orders of magnitude faster than the 
speed of the software. 

For reference, we present the processing speed of the JBIG chip 
(ISO/lEC Int. Stand. 11544, 1993), which is a standard compression method. 
Although JBIG is a prior version of JBIG2, we have selected this because no 
chip for JBIG2 currently exists. The JBIG chip is commercialized with the 
specifications of 1 clock/bit and 115 MHz clock speed. The speeds of the 
evaluation system and our chip are slower than the JBIG chip. However, it 
should be noted that the compression ratio obtained by our chip is about 50% 
better than that of JBIG (Sakanashi, 2001). The JBIG chip is faster because it 
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compresses and decompresses data in 1 clock/bit. The possibility of 1 
clock/bit processing for our chip is discussed in the next section. 

As another reference, we briefly show the estimated processing speed of 
a JBIG2 chip, which has only been designed and evaluated for performance 
in simulations (Denecker, et al., 2002). The compression speed was 340 
Mbit/s, and the decompression speed was 170 Mbit/s. Though the speed is 
faster than our chip, as we discuss in the next section, if our chip can com­
press data in 1 clock/bit with 200 MHz clock, then it would also execute 
compression and decompression at similar speeds to the simulated JBIG2 
chip. However, the JBIG2 chip involves a larger template than our chip be­
cause its context has 12 pixels, and the reference area is 63 x 33 pixels. Be­
cause our chip is a prototype, we limited the size of the template due to re­
strictions over die size. We are currently designing new compression circuits 
using a technique to reduce the circuit size while still implementing a suflB-
cient context size and reference area for practical use. 

5.5 Discussion 

In this section, we discuss how to improve the processing speed of the 
evaluation system and the chip. 

To exploit the full potential of the chip, we need PC software that con­
trols the chip without making the chip wait. However, the software is at pre­
sent a bottleneck to the speed of the chip. The main reason for this is that 
there are too many processing threads (see Section 5.5.1) in the PC with the 
two MQ-Coders working in parallel, leading to slower PC processing speeds. 
Consequently, the speed of data transfer to and from the PC cannot match 
the processing speed of the chip, and much time is required for pre­
processing and postprocessing, such as format conversion or file access, cre­
ating a bottleneck in the system. 

Possible methods for accelerating these processes include using DMA for 
data transfer and using micro controllers for preprocessing and post­
processing, either on the chip or on the board. The processes will also be 
accelerated when the speeds of CPUs, PCI buses, and disc access on a PC 
become faster in the future. Moreover, a speed up in data transfer is expected 
by fabricating the circuits for the interface board in the chip. A PC with mul­
tiple CPUs executing many threads faster would also be effective. 

Next, we discuss how to increase the processing speed of the chip. The 
chip has a write-back procedure into the RAM from the MQ-Coder (Fig­
ure 2-9). The MQ-Coder experiences some waiting time because of this 
procedure. By embedding timing adjustment circuits into the chip, we esti­
mate that a compression speed of 1 clock/bit, 133 MHz per 1 MQ-Coder will 
be possible. However, the decompression process will still take more than 
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1 clock/bit, because the process has the write-back procedure into the refer­
ence buffer to generate a context. The problem of the additional time re­
quired for the decompression process will be a focus for our future research. 

6. CONCLUSION 

In order to achieve good compression efficiency for very high-resolution 
images, this chapter has proposed a new lossless compression method with a 
mechanism to optimize its own parameters using a genetic algorithm (GA). 
The proposed method has been developed on the basis of IBIG2, the current 
international standard for bi-level image encoding, and has an improved cod­
ing mechanism with an enhanced template of 12 reference pixels (AT pixels). 
An extended GA is also used in this method, which has the following fea­
tures: (a) fast and effective mechanisms for initializing the population based 
on correlation analysis and random sampling of pixels, (b) a random partial 
evaluation procedure, and (c) template crossover. 

The following results of computational simulations prove its advanta­
geous performance: (1) a compression efficiency that was about 23% better 
than JBIG2, albeit after a long learning period (Section 2.3), (2) a compres­
sion efficiency approximately twice that of IBIG2 with default parameter 
settings with only a slight increase in computational cost, and (3) the new 
proposed method was able to complete learning about 96 times faster than 
our previous method using GA. 

We have outlined the architecture of an EHW chip and reported the re­
sults of experiments to evaluate performance. The comparison of processing 
speeds with software execution showed that the evaluation system is about 
7 times faster, and that the chip is two orders of magnitude faster. 

Because of its advantageous performance in image compression, the 
ISO/IEC JTC 1/SC 29AVG 1 committee determined to adopt part of the 
technology used in this proposed method as an amendment to the JBIG2 
standard. As the next step, we will propose to the ISO TC 130AVG 2 com­
mittee that TIFF/IT, the international standard of the file format for the pre­
press data exchange, adopts our proposed method as a compression method. 
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A GA HARDWARE ENGINE AND ITS 
APPLICATIONS 

Isamu Kajitani, Masaya Iwata, and Tetsuya Higuchi 
National Institute of Advanced Industrial Science and Technology, isamu.kajitani@aist.go.jp 

Abstract: This chapter describes a GA (Genetic Algorithm) hardware engine and its 
applications to a controller for a hand-prosthesis and a LSI (Large Scale Inte­
gration) fabrication process. The GA hardware engine is a hardware imple­
mentation of GA operations. Therefore this enables high-speed execution of 
the GA search as well as their compact implementation. 

Key words: genetic algorithm, LSI, FPGA, prosthesis, EMG. 

1. INTRODUCTION 

While a great deal of research has been carried out on GA (Gold­
berg, 1989) hardware, much of it has focused on accelerating the GA opera­
tors. That is, most studies have simply incorporated the GA operations onto 
a Field Programmable Gate Array (FPGA) in the hardware, and have evalu­
ated the effects on the speed of the genetic operations (Kajitani, 2003). 

Furthermore, because these studies have only been concerned with im­
plementing a simple GA, most have not addressed any of the particular prob­
lems relating to the effective implementation of GA hardware, such as the 
following three problems (Kajitani, 2003): 
1. Size of the memory for chromosomes. The size of the memory needed 

for chromosomes increases in proportion to the number of individuals. 
While the number of individuals should, ideally, be restricted when it is 
implemented on a fixed-size LSI or FPGA, a larger population is better 
for effective genetic searching because diversity of chromosomes can be 
easily preserved in the population. 
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2. Selection strategies. The generational-selection strategy (Goldberg, 1989) 
used in a simple GA requires extra memory to temporarily hold selected 
individuals. However, a steady-state selection strategy (Goldberg, 1989), 
which does not require such extra memory, is more appropriate for GA 
hardware implementation. 

3. Random number generation for crossover points. In crossover operations, 
the crossover point (or points, in the case multipoint operations) is de­
termined by random numbers, so their generator must be capable of pro­
viding random numbers equal to the length of the chromosome. How­
ever, because a random number generator implemented on the hardware 
can only generate random bit strings in the form 2^ (where N is the length 
of the random bit string), extra hardware for normalization is required to 
fit the random numbers to the length of the chromosome. 
Because of these problems, clearly, it is necessary to satisfy the following 

three requirements in order to implement genetic operators on hardware (Ka-
jitani, 2003): 
1. An effective search method with a small population 
2. A steady-state GA 
3. Crossover operations that do not require extra hardware for normalization 

of random numbers. 
Based on these design considerations, we proposed using Elitist Recom­

bination (ER) (Thierens, 1997) and uniform crossover (UC) (Syswer-
da, 1989), as an ideal combination, which is capable of meeting these cri­
teria. 

There are three advantages in using this method. Firstly, this method is 
basically an elite-strategy in which the fittest individual always survives. 
However, as selection only occurs within a family (i.e., the two parents and 
two children), diversity is easily retained in the population. The first advan­
tage is therefore that this method can search effectively, even with a small 
population and, thus, meets the first criteria. Secondly, because there are no 
separate selection and recombination (crossover) phases (Thierens, 1997), 
the crossover rate can be specified to be 1. Thirdly, this method is basically a 
steady-state strategy, which does not require extra memory or registers to 
temporary preserve selected individuals; therefore, it also satisfies the sec­
ond requirement. 

The workflow for Elitist Recombination is as follows: 
• Firstly, initial chromosomes are generated and evaluated. 
• Secondly, two individual parents are randomly selected. 
• Genetic operations, such as the crossover and the mutation, are per­

formed to two parents to generate two new chromosomes (two children). 
• The fitness values are compared among the two parents and two children. 
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• The two fittest chromosomes firom amongst the two parents and two chil­
dren are selected. 
The uniform crossover was proposed by Gilbert Syswerda (1989). Unlike 

one- or multipoint crossovers, this method is not necessary to select the 
crossover points. In this method, each allele will exchange its information 
with a fixed probability of 0.5. This method, therefore, meets the final crite­
ria. By combining these two genetic operators it is possible to meet all three 
criteria. 

This chapter describes a GA hardware engine and its two applications. 
The GA hardware engine is applied to a controller for a hand-prosthesis (Ka-
jitani, 2003) and a LSI fabrication process (Kajitani, 2003). In the hand con­
troller application, the GA hardware engine is utilized to enable adaptable 
S5mthesis of controller circuit. In the case of LSI fabrication process, the GA 
hardware engine is applied to a post-fabrication clock-timing adjustment 
(Kajitani, 2003). 

Section 2 shows an evolvable hardware LSI (Large Scale Integration) 
chip technology, used in the hand controller. The hand controller is ex­
plained in Section 3. In Section 4, the GA based post-fabrication clock-
timing adjustment and the GA hardware engine for this application are de­
scribed, before conclusion in Section 5. 

2. AN EVOLVABLE HARDWARE (EHW) CHIP 

This section introduces the evolvable hardware (EHW) chip technology, 
which is used in the hand controller. Evolvable hardware is based on the idea 
of combining a reconfigurable hardware device with GAs (Higuchi, 1999) to 
execute reconfiguration autonomously. This section briefiy describes recon­
figurable hardware before explaining how these are combined to realize ev­
olvable hardware. 

2.1 Reconfigurable Hardware 

The circuit structure of reconfigurable hardware devices can be changed 
by downloading to them a bit string called the configuration bit string. 

A PLA (Programmable Logic Array, Fig. 3-1) is one of the most fimda-
mental reconfigurable hardware devices, consisting of an AND-array and an 
OR-array. In Fig. 3-1, the black and white circles indicate switches, which 
determine the interconnections between the inputs and outputs (black circles 
indicate the connections). The rows of the AND-array form logical products 
for coimected inputs, and the columns of the OR-array form logical sums for 
the connected row in the AND-array. We can specify these switch settings 
with a configuration bit string, as shown in Fig. 3-1. 



44 Chapter 3 

llg^/' YO Yl 

Configuration Bit String. 

CoiOOQOQOlQ IQOIQUQIO 1001100101 IQOOQOQIO]) 

Chromosome. 

Figure 3-1. The basic structure of the PLA 

2.2 Workflow 

The basic concept behind the combination of reconfigurable hardware 
devices and GAs in EHW is to regard the configuration bits for the recon­
figurable hardware devices as chromosomes for the genetic algorithms. If a 
fitness fijnction is properly designed for a task, then the genetic algorithms 
can autonomously find the best hardware configuration in terms of the 
chromosomes (i.e. configuration bits). 

Usually, a training sample of input-output patterns is used to evaluate the 
chromosome (Higuchi, 1999). In this particular application, the fitness value 
for a chromosome (i.e. circuit candidate) is the output pattern rate, that is, the 
rate at which the actual output corresponds to the expected output pattern for 
a given training input pattern. 

In order to simplify explanations in this chapter, we adopt the simple ex­
ample of synthesizing an exclusive-or (XOR) circuit. This circuit has an in­
put width of two-bits and an output width of one-bit. In Fig. 3-2, two circuit 
candidates ("Circuit Candidate 1" and "Circuit Candidate 2") are shown, 
whose configuration bit strings are "0110010001" (Chromosome 1) and 
"0010110011" (Chromosome 2), respectively. The fitness value for "Circuit 
Candidate 1" is 2, because the output signal firom this circuit for the two in­
put patterns of "00" and "10" match the output signal from the target XOR 
circuit. Similarly, the fitness value for "Circuit Candidate 2" is 3. 



3. A GA Hardware Engine and Its Applications 45 

Genetic operations are applied to these chromosomes. The one-point 
crossover operation, where the crossover point is between the 4th and 5th bit 
of chromosomes, is followed by the mutation operation. In this case, the 
5th bit of the lower chromosome is changed from 0 to 1. 

By applying these operations, two new chromosomes ("Chromosome 3" 
and "Chromosome 4") are generated, which correspond to the "Circuit Can­
didate 3" and the "Circuit Candidate 4", respectively. The fitness value for 
"Circuit Candidate 3" is 4, which indicates that all of the output signals from 
"Circuit Candidate 3" are the same as the signals from the target XOR cir­
cuit. 

Circuit Candidate 1 
truth table 

chromosome 1 
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truth table 
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Figure 3-2. An example of circuit synthesis with genetic algorithms 
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2.3 Hardware Implementation of the EHW (The EHW 
Chip) 

For most EHW research, genetic operations are executed by software 
running on either a PC (personal computer) or a WS (workstation). This 
makes it difficult to utilize EHW in situations that need circuits to be as 
small and light as possible, such as a prosthetic hand controller. One solution 
to this is to implement the GA on the hardware and to incorporate it in a sin­
gle LSI chip together with the reconfigurable logic. 

The first version of the EHW chip, designed by us in 1998 (Kaji-
tani, 2003), consisted of (1) a GA hardware block, (2) a reconfigurable 
hardware block, (3) SRAM for chromosomes, (4) SRAM for training pat­
terns and (5) a 16-bit CPU core block (NEC V30). Subsequent versions of 
the chip realized improvements to the GA hardware in terms of increased 
execution speeds and reduced size. 

Figure 3-3 and Fig. 3-4, respectively, show a mask micrograph of the lat­
est (fourth) version of the EHW chip and a block diagram. This EHW chip 
consists of (1) an EHW core block, (2) a CPU (V30) core block, (3) a control 
logic block, (4) an AID converter core block and (5) an FIFO block. The 
EHW core block consists of a GA hardware block, as well as a random num­
ber generator, a reconfigurable hardware block (PLA), and a control register 
block. 

Figure 3-3. A mask micrograph of the fourth EHW chip 
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3. THE MYOELECTRIC HAND CONTROLLER 

3.1 Background 

The myoelectric controller interprets control intentions from the operator 
by recognizing myoelectric signals. This kind of controller has t5^ically 
been applied to control electric-powered prostheses. The most notable ad­
vantage of using the myoelectric controller is its capacity to utilize the resid­
ual muscular fimctions of physically impaired persons. For example, in the 
case of a hand prosthesis, the myoelectric controller enables the amputee to 
utilize the residual ftmctions of remnant muscles at their stump. 

Although the myoelectric control of electric-powered prosthetic hands 
has been researched since the early 1960s (Horn, 1963), and some prosthetic 
hands are already commercially available, most are single-fimction sys­
tems—only capable of performing a single ftmction such as open-close—and 
are thus of limited usefiilness in daily life. Accordingly, there have been 
calls to develop multifunction systems, capable of carrying out more than 
one function (Atkins, 1996). 

In response to this demand for greater prosthetic hand fimctionality, re­
cently, much research has been conducted on multifunction forearm prosthe­
sis (Englehart, 2000; Hudgins, 1993; Kajitani, 2003), applying pattern classi­
fication methods, such as neural networks or logic circuits, in order to de­
termine hand actions. 

While neural network controllers are capable of highly accurate pattern 
classification, size is a major obstacle to compact implementation, which is 
required in an application such as a prosthetic hand controller, where the 
prosthetic hand has to be implemented to be both smaller and lighter than a 
human hand. We (Kajitani, 2003) have, therefore, proposed utilizing a logic 
circuit for myoelectric-pattem classification in order to realize a compact 
multiftinction prosthetic hand. 

However, because myoelectric signals vary both among individuals and 
over time for the same individual, it is not possible to determine in advance 
the exact specifications of the classification circuit. Accordingly, the evolv-
able hardware chip (EHW chip), described in this chapter, was adopted for 
myoelectric pattern classification. 

Photographs in Fig. 3-5 - 3-8 show four cases of clinical evaluations to 
our developed hand prostheses. 
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Figure 3-5. Clinical evaluation of the developed hand: case 1 

Figure 3-6. Clinical evaluation of the developed hand: case 2 
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1 

Figure 3-7. Clinical evaluation of the developed hand: case 3 

Figure 3-8. Clinical evaluation of the developed hand: case 4 
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3.2 A Myoelectric Pattern Classifier with the EHW Chip 

The basic concept underlying our approach to myoelectric hand prosthe­
sis is to control a multifunctional mechanical hand with the EHW chip for 
myoelectric pattern classification. The myoelectric hand system consists of a 
controller, a mechanical hand, myoelectric electrodes, and a battery. In our 
latest system, two commercially available myoelectric electrodes (OttoBock; 
13E125=50) provide two myoelectric signal channels. 

3.3 Myoelectric Pattern Quantization 

Myoelectric signals were sampled during execution of the following six 
muscle contractions: (1) forearm supination, (2) forearm pronation, (3) wrist 
volar-flexion, (4) wrist dorsal-flexion, (5) hand closing and (6) hand open­
ing, using surface electrodes attached to the forearm of the subjects. The 
sampled myoelectric signals were normalized to the values, which range 
from 0 to 7, before being quantized to discrete number, with linear quantiza­
tion. 

Figure 3-9 shows an example of myoelectric pattern distribution, whose 
X-axis means amplitude of signals detected from one elecfrode, while the 
y-axis means that from the other electrode. In the worst case of quantizing 
for the patterns in this figure, three different actions-forearm supination 
(19 patterns), forearm pronation (20 patterns) and hand opening (2 pattems)-
would all be quantized as (0,0). This would lead to all the distinct patterns 
being classified as the same pattern, i.e., as being generated from the same 
action, and this kind of quantization error would hinder high-precision pat­
tern classification. 

This kind of quantization error is caused by the bias in the distribution of 
myoelectric patterns, which is not uniform over the distribution range, but is 
rather biased towards the low-value region. 

3.3.1 Previous Works for Myoelectric Quantization 

In order to remove the biases in the distributions of myoelectric patterns, 
we have proposed employing a method of logarithm quantization (Kaji-
tani, 2001), which provides transformations with high precision for the low-
value regions, but with low precision for the high-value regions. By applying 
logarithm quantization, the correct pattern classification rate increased by 
10.5% (maximum) from 81.8% (without logarithm transformation) to 92.3% 
(Kajitani, 2001). 

However, this method sometimes failed to increase the classification rate, 
and, consequently, the averaged rate only increased by 3.1% for ten subjects 
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(Kajitani, 2001). This is because the logarithm quantization employs a fixed 
algorithm, and is not, therefore, effective for all myoelectric signal pattern 
distributions. In order to overcome this problem, we proposed utilizing 
|i,-LAW quantization (Kajitani, 2003; Smith, 1957). 

H . 
01 7 
g 
o 
EE- 6 ) 

« : 
o ; o ' 
m 5 

to ' 

3 

CD 
CL 

(D -^ 

Q. 

3 ^ 

hO 

r * 1 

If 
1 

t ¥ 
^ 

X 1 

1̂ °̂  

• 
• -

» > 

|8®*, 

• 
• 
' • 

O 

3 [ ] !D n 

1 1 
forearm pronation X 

forearm supination + 
wrist ftexioo $K 

wrist extension • 
hand close 1 
hand open O 

n n̂ ^ °n n5°9 
0 1 2 3 4 5 6 7 

The myoelectric signal amplitude detected from ' 1 ' . 

Figure 3-9. An example of the myoelectric pattern distribution and their quantization with 
linear-quantization 

3.3.2 fi-LAW Quantization 

The p,-LAW quantization is performed by applying the following trans­
formation, before quantizing to discrete numbers. 

v = 
_V\og(l + (/le/V) 

log(l + //) 
forO<e<V, (1) 

where e is an input signal, v is an output signal, V is the maximum value of 
input signals and )J, is a transformation rate, which defines the transformation 
characteristics (Fig. 3-10). In this method, the transformation characteristic 
can be adapted to the myoelectric distribution in terms of (i-value; therefore 
it can be applied to any exponentially-distributed myoelectric signal pattern. 
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Figure 3-11 shows myoelectric signal patterns, which are transformed 
from the patterns in Fig. 3-9 by applying equation (1). In this distribution, 
the worst case of quantizing for the patterns with |a,-LAW quantization is 
(2,3), where forearm supination (8 patterns) and forearm pronation (5 pat­
terns) are both quantized to these values. This represents a large reduction in 
quantization error and, so, yields high-precision pattern classification. In this 
example, the )i.-value is set to 100. 
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Pattern Classification Results 

The effectiveness of |J,-LAW quantization has been confirmed in a pat­
tern classification experiment using samples fi-om five subjects, including 
one experienced person ('skilled' in Table 3-1) who has repeatedly partici­
pated in our experiments, and four new subjects ('beginners' in Table 3-1) 
joining our experiments for the first time. 

In these experiments, the parameters for GA operations were specified as 
follows: 
• Number of populations: 32 
• Crossover rate: 1.0 
• Mutation rate: 2/256 

Table 3-1 shows pattern classification rates with linear-quantization and 
with n-LAW quantization. Applying p,-LAW quantization, the pattern classi­
fication rate increased by 11.1% (averaged for five subjects) and by 15.5% 
(maximum; subject 1). Furthermore, the classification rate for the experi­
enced person increased to 97.8% (averaged over ten trials), clearly demon­
strating that experienced persons can operate a multifimctional myoelectric 
hand with high accuracy. 

Table 3-1. Pattern classification results 

Skilled 

Beginner 

Subject ID 
1 
2 
3 
4 
5 

linear 
rate (%) 

82.3 
78.7 
67.8 
69.0 
75.5 

^l-LAW 
rate (%) 

97.8 
84.7 
74.3 
83.4 
88.8 

|j,-value 
100 
500 
3.5 

10000 
10000 

4. A GA HARDWARE ENGINE FOR A POST-
FABRICATION CLOCK-TIMING ADJUSTMENT 

This section describes the development of the GA hardware engine, 
which is used in the fabrication of high-performance LSI chips, such as 
processors with clock speeds of 3 GHz or higher. In designing LSI chips, the 
transmission timing of the high-speed clock is a crucial issue. In order to 
solve the problems associated with clock timing, we have proposed a 
GA-based clock-timing adjustment method, presenting simulation results in 
1999 (Takahashi) and evaluation data for two developed test chips in 2003 
(Takahashi). 
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4.1 GA-Based Clock-Timing Adjustment 

The GA-based clock-timing adjustment method is realized through the 
combination of GA adaptation and dedicated circuitry. 

The core technology for the circuitry is programmable delay circuits, 
which are inserted into the clock lines to adjust clock transfer timing. Each 
delay circuit consists of a delay generation circuit and a register to store de­
lay specification values. The delay generation circuits are capable of generat­
ing precise delays shorter than 30ps (Takahashi, 1999). Delay timings can be 
changed by specifying the binary bit patterns, which are treated as the chro­
mosome for GA search. 

In the LSI fabrication process, multiple programmable delay circuits are 
inserted into the clock lines, then the GA determines the delay value for each 
circuit based on error counts to function tests, which are used for the fitness 
value of the GA search. 

This GA-based method has three important advantages: (1) enhanced 
clock frequencies leading to improved operating yields, (2) lower power 
supply voltages while maintaining operating yield, and (3) reductions in de­
sign times. We have demonstrated these advantages with a clock frequency 
enhancement of 25% (maximum), a power supply voltage reduction of 33%, 
and 21% shorter design times using GA software ruiming on a PC (Takaha­
shi, 2003). 

The GA adjustment of clock-timing is applied during the testing phase in 
the LSI fabrication process. However, with the recent growth in LSI tech­
nology, demands to reduce testing costs have become especially pressing. 
Accordingly, methods that utilize hardware to facilitate testing are becoming 
extremely important in reducing testing costs, such as the BIST (Built-in 
Self-test) and the BOST (Built-out Self-test). 

Given the need to reduce testing costs, clearly, the hardware implementa­
tion of GA adjustment is a primal technology in the realization of GA-based 
clock-timing adjustment. 

4.2 Design Considerations 

We have conducted three simulation studies to specify the crossover and 
mutation operations and to decide population size, with a view to compact 
implementation. The target circuits are the memory test pattern generator 
(circuitl) and the multiplier (circuit2) (Takahashi, 2003). 

4.2.1 Crossover and Mutation 

The first simulation was carried out to select a crossover operation. One 
of simplest crossover operations, called one-point crossover, was applied in 
the previous report (Takahashi, 1999), however, given the nonlinear charac-
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teristics of the present application, uniform crossover was considered to be 
more suitable. Therefore, one-point crossover and uniform crossover were 
compared in this simulation study. 

Figure 3-12 presents the simulation results for the circuit operating yield 
rates. This shows that the operating yield with uniform crossover constantly 
exceeded the rate with one-point crossover. 

The second simulation was carried out to select a mutation operator and 
to specify the mutation rate. The candidate mutation operators compared 
were the Gaussian random mutation used in the previous report (Takaha-
shi, 1999), and a uniform random mutation, which is the most generally used 
method in GA search. 
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Figure 3-12. Operating yield rates for one-point crossover and uniform crossover 
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Figure 3-13 plots operating yields as a function of mutation operator and 
mutation rate, with the rate denominator along the x-axis. This graph shows 
that the best operating yield rate was obtained with the Gaussian random 
mutation when the mutation rate was 1. This result clearly demonstrates that 
it is possible to prespecify the mutation rate without adversely affecting per­
formance by utilizing the Gaussian random mutation. 
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Figure 3-13. Operating yields as a function of mutation operator and mutation rate 

4.2.2 Population Size 

This section considers population size for GA search. A large GA popu­
lation size is desirable for effective searching, however, population size is not 
necessarily the most important criterion for practical real-world applications. 

In such applications, acceptable search durations—^the time for comple­
tion of GA search—^tend to be rather limited, so the evaluation iteration time 
is also restricted. The next two examples illustrate the relationship between 
population size and search duration. 



58 Chapter 3 

Given the following specifications: 
GA search must be completed within ten seconds (10,000 ms). 
Population size is 1,000 chromosomes. 
Each evaluation requires 1 millisecond. 
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Figure 3-14. Operating yields as a fiinction of population size 

If all chromosomes undergo GA operations at the same probability, then 
a given chromosome would only undergo GA operations around 10 times 
(10,000 ms /1,000 chromosomes / 1 ms = 10 times). 

In contrast, if the population size were 10, then each chromosome would 
undergo GA operations around 1,000 times (10,000 ms / 10 chromosomes / 
1 ms = 1,000 times). Clearly, a chromosome in a population of 10 has a 
much greater probability of being optimized by the GA search compared to a 
chromosome in a population of 1,000. However, because low populations 
tend to yield insufficient optimization, population size must be determined 
carefully, considering both acceptable search duration and hardware size. 
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Figure 3-14 shows a t5^ical example of operating yields as a function of 
population size. These operating yields were calculated at clock frequencies 
of 1.7 GHz for the test circuitl and 1.4 GHz for the test circuit2, respec­
tively. Figure 3-14 clearly shows that operating yield decreases as population 
size increases. This result indicates that population size should not be too 
large. By considering hardware size, we set the population size to thirty-two 
for the GA hardware described in the following section. 

4.3 Hardware Implementation of the GA 

4.3.1 Overall Architecture 

Figure 3-15 (upper) shows an overall architecture which consists of hard­
ware for both the GA operations and the evaluation ftinction. The evaluation 
hardware block receives a set of chromosome data (childl, child2) from the 
GA hardware block. The chromosomes are evaluated to calculate fitness val­
ues (fitness 1, fitness2) for these, and the fitness data set is sent back to the 
GA hardware block. 

Figure 3-15 (lower) is a block diagram of the GA hardware block, con­
sisting of a GA control block, a GA operation block, a 3-port SRAM, two 
FIFOs (First-In, First-Out registers), and a selector. The GA confrol block 
receives a set of fitness values (fitness 1, fitness2) in order to generate control 
signals for each block. 

Figure 3-16 shows a block diagram of the circuit for GA operations. Note 
that this circuit performs the GA operations in parallel in units of 8 bits; 
therefore, thirty-two cycles are required to execute GA operations on each 
chromosome (8 bits x 32 cycles = 256 bits). 

Two chromosomes in the SRAM (parentl, parent2) are selected to un­
dergo GA operations to generate two chromosomes (childl, child2). The 
chromosomes for childl and child2 are sent to the evaluation hardware 
block, as well as being stored in the two FIFOs. 

4.3.2 Chromosome Descriptions 

In this application, each delay circuit is specified by a segment of the 
chromosome for the GA search. Each segment of the chromosome is a four-
bit binary bit string, called a gene, which corresponds to an unsigned integer 
ranging from 0 to 15. 
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As the number of delay circuits is 44 and 52, for test circuitl and circuit2 
respectively, the maximum length (number of four-bit binary segments) for a 
chromosome was fixed at 64 segments (4 bits x 64 segments = 256 bits). 

Each chromosomes is stored in the SRAM (8 bits x 1024 words), so 
thirty-two words are needed for each chromosome (8 bits x 32 words = 
256 bits), as shown in Fig. 3-17. 
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Figure 3-15. An overall architecture and a block diagram of the GA hardware engme 
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"î s ';̂ 8 
childl child2 

Figure 3-16. Block diagram of the circuit for GA operations 

jene 
4 [bit] 

chromoso 

64 [gene] - 256 [bit] 
W-^ ^ 

population (in a SRAI\/I) 

8 I bit] 
\4 • *• 

32 [chromosome] 
= 1024 [word] 

Figure 3-17. Details of genes, chromosomes and population 

4.3.3 GA Operations 

Based on the simulation results, uniform crossover and Gaussian random 
mutation were selected to be implemented on the hardware. 
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Uniform crossover is executed with a random bit string consisting of 8 
bits. When a location in this random bit string has a value of' 1', information 
is exchanged between the corresponding locations in the two chromosomes 
undergoing crossover. However, in this application, as each four-bit segment 
of a chromosome specifies a delay circuit, crossover does not split four-bit 
chromosome segments, as shown in Fig. 3-18. 
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Figure 3-18. Unifomi crossover that does not split four-bit chromosome segments 

The circuits for Gaussian random mutation are divided into two blocks: a 
mutation mask generator (Gaussian random number generator) and a muta­
tion circuit. 

The mutation circuit performs the Gaussian mutation by adding a muta­
tion mask (a Gaussian random number). In this application, the distribution 
range of the Gaussian random numbers is set from -A to +3 (three-bit signed 
binary numbers), and these can be generated by the summation of eight uni­
formly distributed random bit-strings (fixed-point random numbers). 

4.3.4 Implemented Hardware 

In this chapter, the designed hardware was implemented on an FPGA, in 
order to validate its functionality. The hardware was designed using a Ver-
ilog-HDL simulator (Verilog-XL) and a FPGA development tool (Quartus 
II; Altera). The specifications of the implemented hardware are as follows. 

The FPGA board used in this implementation is the "Nios Development 
Kit" (Altera) with the Stratix "EP1S10F780C6" device. The size of the im­
plemented circuit is 5,082 logic elements (LE) and 69,504 memory bits. Its 
maximum operating clock speed is estimated to be 97.32 MHz. 



3. A GA Hardware Engine and Its Applications 63 

5. CONCLUSION 

This chapter described the GA hardware engine and its applications to a 
controller for a hand-prosthesis and a LSI (Large Scale Integration) fabrica­
tion process. In the hand application, the GA hardware enabled the adaptable 
circuit synthesis for the hand controller circuit. For the LSI fabrication proc­
ess, the GA hardware engine was applied to the post-fabrication clock-
timing adjustment, which lead to high yield rate of the fabricated LSI chip. 
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POST-FABRICATION CLOCK-TIMING 
ADJUSTMENT USING GENETIC ALGORITHMS 

Eiichi Takahashi, Yuji Kasai, Masahiro Murakawa, and Tetsuya Higuchi 
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and Technology, Email: e.takahashi@aist.go.jp 

Abstract: To solve the problem of fluctuations in clock timing (also known as "clock 
skew" problems), we propose an approach for the implementation of post-
fabrication clock-timing adjustment utilizing genetic algorithms (GA). This 
approach is realized by the combination of dedicated adjustable circuitry and 
adjustment software, with the values for multiple programmable delay circuits 
inserted into the clock lines being determined by the adjustment software after 
fabrication. The proposed approach has three advantages: (1) enhancement in 
clock frequencies leading to improved operational yields, (2) lower power 
supply voltages, while maintaining operational yield, and (3) reductions in de­
sign times. Two different LSIs have been developed; the first is a programma­
ble delay circuit, developed as an element of the clock-timing adjustment, 
while the second is a medium-scale circuit, developed to evaluate these advan­
tages in a real chip. Experiments with these two LSIs, as well as a design ex­
periment, have demonstrated these advantages with an enhancement in clock 
frequency of 25% (max), a reduction in the power-supply voltage of 33%, and 
a 21% shorter design time. Furthermore, we also propose an adjustment algo­
rithm that takes into account the ensured timing margins to cope with fluctua­
tions in power supply voltage and clock frequency. 

Keywords: clock-timing adjustment, post-fabrication adjustment, genetic algorithm, im­
proved operational yield, clock enhancement, lower power-supply voltage, re­
duced design times, reduced power dissipation. 

1. INTRODUCTION 

LSI devices are increasingly implemented with finer patterns (below 
100 imi) and operating at fast GHz clocks, which makes the problem of fluc­
tuations in clock timing (also known as the "clock skew" problem (Ra-



66 Chapter 4 

baey, 2003)) even more crucial. In order to solve the problems associated 
with clock timing, we proposed an approach to Genetic Algorithm (GA)-
based clock adjustment in 1999 (Takahashi, 1999). Although that report was 
based on simulation results, this chapter presents evaluation data for test 
chips. In 2002, the application of the same basic idea was also reported in 
the design of the 3 GHz Pentium (R) 4 micro processor (Deleganes, 2002). 

Many approaches to the problem of clock timing tend to focus on the 
elimination of all timing variations, known as clock skew, at the physical 
design stage (Dike, 2003; Geannopoulos, 1998, Kurd, 2001; Roth, 2003; 
Tam, 2000). For example, a common approach is to use an H-tree clock 
network to balance all the clock paths from the clock source to all the flip-
flops (Rabaey, 2003). Additional circuits are also included to reduce clock 
skew by making comparisons between distributed clock and reference clock 
and align these using a DLL (Delay Locked Loop). In contrast, the GA-
based clock adjustment approach recognizes that such variations are an in­
evitable result of the fabrication process and, rather than attempting to re­
move them, actually manipulates the variations in order to enhance clock 
frequency and achieve improvements in operational yield (Higuchi, 2003; 
Takahashi, 2003). 

This GA-based clock adjustment method is achieved through the combi­
nation of dedicated circuitry and software. Multiple programmable delay 
circuits are inserted into the clock lines and, after fabrication, GA software 
implemented on an LSI tester determines the delay value for each circuit, 
based on error counts in function tests, in order to adjust the clock timing, as 
shown in Fig. 4-1 and as follows: 
1. Programmable delay circuits are inserted into a standard LSI, designed 

by normal methods. 
2. LSI chips are fabricated according to standard procedures. 
3. When the chips are tested, the values of the programmable delay circuits 

are determined by the GA-based adjustment software, which is executed 
on the LSI tester. 

4. Shipped after adjustment, not only is the operational yield increased, but 
the chips operate with lower levels of power dissipation and at fast clock 
speeds that exceed design specifications. 
This approach is just one example of our concept of "post-fabrication ad­

justment"; another example applied to an IF analog filter has been described 
(Murakawa, 2003). 

Figure 4-2 depicts the hierarchical application of the GA-based clock-
timing adjustment. The adjustment method handles both INTER-DOMAIN 
clock skew and INTRA-DOMAIN clock skew. For example, multiple pro­
grammable delay circuits (solid marks and hexagons in Fig. 4-2) are inserted 
at the clock inputs for each clock domain and into the critical paths within 
domains where clock timing is extremely severe. This hierarchical 
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approach differs from the appUcation of the adjustment method reported for 
the Pentium (R) 4 (Deleganes, 2002), which appears to be Umited only to 
inter-domains. 

Although each LSI chip has numerous delay circuits, the GA is able to 
determine the optimal delay values for all circuits. GAs are robust optimiza­
tion algorithms in artificial intelligence, which can efficiently and quickly 
find optimal solutions from vast numbers of candidates, according to an 
evaluation ftinction tailored to a particular application (Goldberg, 1989; Hi-
guchi, 1999; Holland, 1975). An important advantage of the GA is that, 
unlike some search algorithms such as the steepest descent method, it does 
not require derivatives for the evaluation function, making it especially use-
fiil in applications like the clock timing adjustment method where deriva­
tives are not easily available. In this work, the evaluation fimction is 
designed to find the delay settings for correct operation with higher clock 
frequencies and lower power-supply voltages. Parameters in a GA are repre­
sented as binary bit strings called chromosomes. In the test chip, the 
chromosomes are divided and held in separate registers corresponding to 
individual delay circuits. These chromosomes are repeatedly updated by the 
GA until the optimal settings for all the parameters are obtained, so that the 
chip correctly operates at a sufficiently fast clock and low power-supply 
voltage. This chapter reports a 25% (max) enhancement in clock frequency 
with this approach in the experiments detailed below. In addition to clock-
frequency enhancements, this chapter highlights two ftirther advantages of 
our approach; namely, lower power-supply voltages ( F ^ ) while maintaining 
operational yields and reduced design times, which are demonstrated in three 
LSI designs. 

The achievement of a lower V^ through our GA-based clock adjustment 
technique is illustrated in Fig. 4-3. Although a lower F ^ would normally 
impose serious timing constraints, the GA-based clock adjustment method 
can handle these constraints and thus maintain operational yields: 
1. Before adjustment, the chips operate at the power-supply voltage speci­

fied at design. 
2. If the power-supply voltage is decreased, the ratio of operational chips 

would fall. 
3. The GA-based adjustment maintains the ratio of operational chips even at 

a lower power-supply. 
In the experiments detailed below, the approach reduced the V^ by 33%, 

resulting in a 54% power saving. 
Moreover, our GA-based clock adjustment technique can reduce design 

times. Applying this approach to the design of a DDR-SDRAM controller, it 
was possible to achieve a 21% reduction in design time. 
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In the rest of this chapter, Section 2 outlines the two test chips and the 
experimental system. Sections 3 considers the three advantages of the GA-
based clock adjustment with experimental results. Section 4 proposes the 
adjustment algorithm for ensured timing margins and the simulation results 
of the algorithm. Finally, Section 5 summarizes the results of the experi­
ments and also discusses fixture directions for this concept. 
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Figure 4-3. Achievement of lower V^^ s 

2. TWO TEST CHIPS AND EXPERIMENTAL 
SYSTEM 

In this section, we outline the two test chips and the experimental system. 
We have developed two different LSI chips. The first is the programmable 
delay circuit, which constitutes a basic circuit component in our GA-based 
adjustment approach. The second LSI chip is a medium-scale circuit, con­
sisting of two tj^es of circuits, i.e. a multiplier and memory-test-pattem 
generator, which has been developed to evaluate the GA-based adjustment 
approach. 

First, we describe the programmable delay circuit developed for GA-
based clock adjustment, as shown in Fig. 4-4. The programmable delay cir­
cuit consists of a delay generator and a register to store delay values, al-



70 Chapter 4 

though the present study focuses on the delay generator, which is small and 
capable of generating fine delay steps (Fig. 4-4(a)). The delay generator 
is a voltage-controlled delay circuit that utilizes the channel resistance 
(Fig. 4-4(b)). The delay generator and digital-analog converter (Fig. 4-4(c)) 
consist of 30 transistors, which are one-eighth in size compared to the logic 
gate-based implementation we developed for a previous chip (Takaha-
shi, 1999). Making them applicable to high-speed chips operating at speeds 
over 1 GHz, the programmable delay circuits are also capable of generating 
precise delay increments shorter than 30ps (Fig. 4-4(d)). As one cycle of a 
1 GHz clock is lOOOps, a delay of 30ps represents 3% of a cycle. As our 
adjustment method has 16 delay steps, it is capable of adjusting for clock 
variation of up to 48%, which is sufficient in the vast majority of cases. 
Fig. 4-4(e) is a photograph of the chip. 

(a) Programmable^ 
Delay Circuit 

"Delay Steps" are calculated 
s^diffetences between 

adjacent delay plots. 

5 10 15 
Register Value (4bits) 

(e) Chip Photograph 

0.18um, CMOS process 
18Tr: Delay Generator + DAC 
Some Delay Steps are less than 30ps 

Figure 4-4. Test chip 1 (programmable delay circuit) 



4. Post-Fabrication Clock-Timing Adjustment Using GA 

(a) Memory Test Pattern Generator 

71 

Programmable 
Delay Circuit 

Clock 
Input 

Setting Setting Setting Setting 

(b) Multiplier 

/' 
Flip-flop 

+ 
.Programmable 

Delay Circuit 

1 

"=3>-
1 

|Ci 

Full 
Adder 

ICo 
/ Clock 

(c ) Die Photograph 

0.13um, CMOS process, 
Design for 1GHz(typ), 
Using the "Programmable 
Delay Circuits" 

Figure 4-5. Test chip 2 (multipliers and memoiy-test-pattem generators) 



72 Chapter 4 

Next, we describe the second chip of memory-test-pattem generators and 
multipliers, as shown in Fig. 4-5(a) and (b), which is implemented with the 
programmable delay circuits. Note that this figure represents a specific im­
plementation of the conceptual schematic presented in Fig. 4-2. The pro­
grammable delay circuits are inserted into the clock inputs of all the flip-
flops in the multipliers and memory-test-pattem generators. 

The chip used in our adjustment experiment consisted of four multipliers 
and four memory-test-pattem generators. Both circuits have a pipeline-
stmcture, with the programmable delay circuits being inserted into the clock 
inputs of the flip-flops forming interstage registers. Fifty-two programmable 
delay circuits are inserted into each multiplier and 40 circuits are inserted 
into each memory-test-pattem generator, although the additional area re­
quired for the effective delay circuits was only 3% and 5% for the respective 
test circuits. Increases in power dissipation due to the incorporation of the 
programmable delay circuits are estimated to be similar, at approximately 
3% and 5% respectively, to the increases in area. In our experiments, the test 
chip was connected to a PC, which executed the GA software and collected 
the evaluation data. Twenty chips from 2 wafers were used in the experi­
ments; therefore, eighty multipliers and eighty memory-test-pattem genera­
tors were tested. Figure 4-5(c) is a photograph of the test chip. 

3. EXPERIMENTAL RESULTS 

This section describes the three advantages of our approach: clock fre­
quency enhancements, power-supply voltage reductions, and design time 
reductions. 

3.1 Clock Frequency Enhancements 

This subsection describes the first of the three advantages: clock fre­
quency enhancement. Figure 4-6, consisting of two graphs and a table, pre­
sents the results of the clock frequency enhancement experiment for the 
memory-test-pattem generators (Fig. 4-6(a)) and multipliers (Fig. 4-6(b)) 
chip, showing the improvement ratios for both tj^es of circuits. In the 
graphs, each data point on the X-axis represents a unique chip with the 
7-axis representing clock frequency. The light shaded area in the graphs 
shows clock frequencies at which the chips operate correctly before adjust­
ment, while the dark striped area shows the increase in operational clock fre­
quency after adjustment. 
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Figure 4-6. Clock frequency enhancements for the two types of circuits 

The experiment with the memory-test-pattem generators shows an 11% 
average enhancement and a maximum enhancement of 25% (from 1 .OGHz 
to 1.25GHz). 

Turning next to look at the improvements in operational yield, if « ( / ) is 
taken as the number of chips that operate correctly at a given clock fre­
quency / , and N as the total number of corresponding chips, then the op­
erational yield >"(/) of chips at the clock frequency / can be defined as: 
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(1) 

Figure 4-7 presents the results of this experiment in a different way. In 
the Fig. 4-7 graphs, the X-axis represents clock frequency and the 7-axis 
represents operational yield. Although the operational ratio was only 15% 
for the memory-test-pattem generators at a frequency of 1.4 GHz before ad­
justment, the ratio rose to 90% after adjustment. Moreover, while no chips 
could operate at a frequency of 1.58 GHz before adjustment, a few could 
after adjustment. Our GA-based adjustment technique is able to achieve this 
kind of clock enhancement through the automatic incorporation of usefixl 
skew and slack borrowing at all flip-flops where the programmable delay 
circuits are inserted (Takahashi, 1999). 
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Figure 4-8. Estimation of clock-timing adjustment execution time 

In these experiments, adjustment for each chip took 9 minutes, but a care­
ful analysis of this shows that ahnost all of the total time was required for 
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communication between the PC and the interface board, which is not neces­
sary with LSI testers. Figure 4-8(a) shows the estimated time for each opera­
tion, after excluding time for communications between PC and the interface 
board, and indicates that adjustment on LSI testers can be completed in less 
than 1 second. 

Figure 4-8(b) presents the behavior of the GA search for a circuit. In the 
circuit, the delay settings for correct operation were found after fourteen it­
erations. Fig. 4-8(c) presents details of the GA. 

3.2 Maintaining Operational Yield with a Lower V^ 

The second advantage is explained in this subsection. Our GA-based 
clock adjustment technique also represents an extremely efficient means of 
lowering the power-supply voltage {V^) while still maintaining the opera­
tional yield. Generally, the operational yield drops when the power supply 
voltage is lowered, because the propagation delay of logic gates increases 
(Rabaey, 2003) and timing violations occur at lower V^ s. However, the 
GA-based method can handle these problems to make the chip operational at 
a lower voltage, and consequently avoids the drops in operational yield nor­
mally associated with lower V^ s. 

Figure 4-9 presents the results of operational yield as a function of the 
power-supply voltage for the memory-test-pattem circuits. Figure 4-9 in­
cludes two tables of experimental results: the upper table (Fig. 4-9(a)) shows 
operational yields before adjustment while the lower table (Fig. 4-9(b)) 
shows yields after adjustment. In both tables, the columns are for power-
supply voltages and the rows are for clock frequency. As indicated by the 
shaded cells and the numbers 1 to 3, although the chips with a clock fre­
quency of 1.25 GHz could all be operated at 1.2V, the operational yield fell 
to 0% when the V^ was lowered to 0.8V. However, after timing adjustment, 
the operational yield for the chips was again at 100%. This represents a sig­
nificant reduction in power dissipation, as shown in Fig. 4-9(c). Sakurai's 
formula for CMOS power dissipation P '̂  is also shown in Fig. 4-9, where 
a and P are almost constant circuit dependants. In this formula, the term 
(X-f-V^ dominates the power dissipation in the Giga-Hertz domain 
( / > 1 GHz). Applying this formula to the data, there is a 54% reduction in 
power dissipation, which suggests that this approach can potentially double 
the duration of batteries in mobile PCs. 

Clock adjustment at lower V^j s also required 9 minutes, but as already 
explained, when executed on LSI testers the time should be less than 
1 second. 



4. Post-Fabrication Clock-Timing Adjustment Using GA 11 

(a) Adjustment Time 

Operations 

Generation of Delay Setting and Test 
Data for Function Test 

WnteDatato Chip 

Execution of Test 

Read Results of Test from Cfiip 

Calculation of Fitness 

Total Time 

Time (s) 

0.55 

0.02 

0.01 

0.03 

0.33 

0.94 

(b) Behavior of GA Search 
r-,10D 

A memory-test-pattern generator. 
Clock frequency: 1.4GHz 

fvlax 

-Ave. 

Min. 

10 20 30 
Number of Generation (Iteration) 

(c) GA Details 

Population 

Termination 

Selection 

Crossover 

Crossover Rate 

Mutation 

Mutation Rate 

50 

20th Generation 

Tournament Selection 

One-Point Crossover 

1.0 

Gaussian Mutation (a=^a) 

1.0 

Figure 4-9. Maintaining operational yield at a lower power-supply voltage 

3.3 Comparisonof Design Times 

In this subsection, the impact of our approach on design is explained. Our 
GA-based clock adjustment method is also effective in reducing total design 
times. Specifically, the design time required for timing considerations can be 
dramatically reduced, because the GA-based method can adjust for timing 
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after fabrication leading to better operational yields. In order to verify this 
advantage, we conducted a design experiment in which a DDR-SDRAM 
controller (DDR266 compliant, 5,400 gates) was designed by both a tradi­
tional (margin-based) approach and the GA-based approach, so that total 
design times could be compared. Both approaches used commercially avail­
able EDA tools, such as Verilog-XL(R), Design Compiler(R), Prime 
Time(R), Apollo(R), and Virtuoso(R). 

Table 4-1 shows the results, with the times for the total design flow ana­
lyzed into the four main design steps, and indicates that the GA-based ap­
proach could reduce the overall time by 21% (23.0 day X person). Looking 
in more detail at the separate design stages, the GA-based approach is able to 
achieve design time reductions in the following areas: at the fimction design 
stage, the modeling of timing constraints is simplified; at the floor-planning 
stage, the time to assign pins is reduced; and at the layout design stage and 
verification stages, the iterations required to satisfy timing constraints are 
reduced. 

In the case of more complex LSIs, the improvements obtainable with the 
GA-based approach will be even more apparent, because timing design as­
pects become more complicated and time-consuming. 

Table 4-1. Comparison of design times with a traditional approach and the GA-based ap­
proach 

Design Stage Traditional*' GA-based*' 
1.5 
30.0 
2.0 
5.0 
1.5 
4.0 
42.0 
86.0 

4. ADJUSTMENT METHOD FOR ENSURED 
TIMING MARGINS 

While the GA could successfully adjust the clock timing of the developed 
chips, some of the adjusted chips were found to operate at lower levels of 
accuracy. This is because the clock timings were adjusted to the very mar­
gins of feasible timings to pass all function tests. However, if the environ­
mental temperature or power-supply voltage ( F ^ ) were to fluctuate even 
slightly, then the clocks would deviate from adjusted timings. To overcome 

Function Design 
Logic Design 
Floor Planning 
Verification (1) 
Layout Design 
Verification (2) 
Library Design 
Total 

*' day X person 

12.0 
30.0 
7.0 
5.0 
7.0 
6.0 
42.0 
109.0 
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this difficulty, we propose raising the operational firequencies in the GA ad­
justment step. Figure 4-10 shows a conceptual schema of the proposed ad­
justment method: 
1. Programmable delay circuits are inserted into a standard LSI, designed 

for the operational frequency f^. 
2. LSI chips are fabricated according to standard procedures. 
3. The values of the programmable delay circuits are determined by the 

GA-based adjustment software, which is executed on the LSI tester. In 
this adjustment step, the operational frequency is raised to / j (> /Q ) to 
impose more severe timing constraints on the chip. 

4. The adjusted chip undergoes function tests at the operational frequency 

O f / l ( / o ^ / l < / 2 ) -
5. If the chip passes the tests, then the chip can be shipped. If not, the chip 

is discarded. Shipped chips can operate at the frequency of / j , while still 
having sufficient margins to operate at the frequency of / j . 
Through these adjustment steps, the operational frequency can be raised, 

ensuring that the clock timing is sufficiently robust to cope with fluctuations 
in the LSI environment. 

Design for operational Raise operationai Reduce opefationai 
frequency fO (typ.) {fO ^ f1 < f2) frequency to f2 frequency to f1 

1. Design |«««-| 2. Fabrication k-W 3. Adjustment >»»««««i 4. Testing 

LSf Design \ 

insert 

GA-bassd 
Adjustment 

Software 

Programmable / tow operatioiiai viewi 
Delay Circuits /.oaagn clock speed ! 

Function tests 

Executed on 

To be operatsct 
at operational 
frequency of f 1 

5. Shipping 

LSI Tester 

/ • Higher operational yieiri 
/ . Faster dock speed than designed 

/ • Ensured timing margin 

Figure 4-10. Clock-timing adjustment ensuring timing margins 

4.1 Experimental Results 

Two adjustment experiment studies were conducted using simulators for 
the developed memory-test-pattem generator and multiplier. The first simu­
lation was carried out to determine the timing margins present with chips 
adjusted by our previous adjustment method. The second simulation was 
carried out to demonstrate that the improved method is capable of increasing 
operational yields while maintaining sufficient timing margins. In the ad-
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justment experiments, the number of chip samples was 1000, the population 
size was set to 100, and the termination generation was set to 100. The chro­
mosome lengths were 176 (=4bitsX44 delay circuits) for the memory-test-
pattem generator and 208 (=4bitsX52 delay circuits) for the multiplier, re­
spectively. 

Tables 4-2 and 4-3 present simulation results showing the timing margins 
of chips successfully adjusted with the previous adjustment method. Chips 
which worked correctly without adjustment do not appear in the tables. 

Although we believe that chips to be shipped must have timing margins 
at more than 10% of the operational frequency in order to cope with fluctua­
tions in the chip enviroimient, as can be seen from Table 4-3, none of the 
multipliers adjusted by the previous method had timing margins at this level. 
Also, most of the adjusted memory-test-pattem generators had insufficient 
timing margins as can be seen from Table 4-2. Accordingly, the level of pre­
cision for most of the adjusted chips would fall if the environmental tem­
perature or the Vdd were to fluctuate, even slightly. 

Table 4-2. Timing margins of memory-test-pattem generators successfully adjusted with the 
previous adjustment method 

Freq. Unsuccessful Successful adjustment with timing margins 

1.2 GHz 
1.4 GHz 
1.6 GHz 
1.8 GHz 
2.0 GHz 

Adjustment 
0 
1 
150 
961 
1000 

0 - 5% 
216 
861 
804 
39 
0 

5 - 1 0 % 
111 
126 
46 
0 
0 

10%-
42 
12 
0 
0 
0 

Table 4-3. Timing margins of multipliers successfully adjusted with the previous adjustment 
method 

Freq. Unsuccessful Successful adjustment with timing margins 

1.2 GHz 
1.3 GHz 
1.4 GHz 
1.5 GHz 
1.6 GHz 

Adjustment 
0 
2 
461 
991 
1000 

0 - 3% 
120 
829 
509 
8 
0 

3 - 6% 
15 
82 
30 
1 
0 

6 % -
0 
0 
0 
0 
0 

4.2 Operational Yield Enhancements with Timing 
Margins 

Figures 4-11 and 4-12 present simulation results showing the operational 
yield rates for the memory-test-pattem generator and multiplier, respectively. 
In the graphs, the X-axis represents clock frequency/i and the Y-axis repre­
sents the operational yield (the ratio of chips that operate correctly and have 
more than 10% timing margins.) 
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Although the operational ratio was 0% for the memory-test-pattem gen­
erator at a frequency of 1.2 GHz before adjustment, the ratio rose to 97% 
after adjustment. Moreover, the adjusted chips have timing margins of 10%, 
and so can cope with enviroimiental fluctuations. Although no chip for the 
memory-test-pattem generator could operate correctly with 10% timing 
margins at a frequency of 1.6 GHz before adjustment, a few chips could after 
adjustment. 

1 
> • 

TO 

c 
.9 

Yield (ensuring 10% margin) 
An"ER adjustment 

Yield (ensuring 10% margin) 
BEFORE adjustment 

Yield (margin notensured) 
BEFORE adjustment 

1.2 1.3 1.4 1.5 1.6 l.J U 

Operational Frequency (GHz) 

Figure 4-11. Operational yield improvements for the memory-test-pattem generator 

Yield (ensuring 10% margin) 
AFTER adjustment 

Yield (ensuring 10%nnargin) 
BEFORE adjustment 

Yield (margin notensured) s., 
BEFORE adjustment 

Yielo Improvement 
frd,^1%to98% 

T * fflV / 1 \ /Tt 

1.2 1.3 1.4 1.5 1.6 

Operational Frequency (GHz) 
1.7 1.8 

Figure 4-12. Operational yield improvements for the multiplier 
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5. CONCLUSION 

A GA-based clock adjustment architecture has been proposed and tested. 
The GA-based clock adjustment method has three advantages, namely, en­
hanced clock frequency (11% average improvement), lower V^ s (2/3 reduc­
tion in voltage) while maintaining operational yields, and shorter design 
times (21% reduction), which we have demonstrated in the experiments re­
ported in this chapter. In particular, it should be noted that both higher clock 
frequencies and lower power dissipation are realized simultaneously by this 
approach. All three advantages represent extremely effective means of solv­
ing the clock timing problems associated with the increasing utilization of 
components with finer submicron patterns and with faster and larger chips. 

Some may question the practical aspects of this approach, due to con­
cerns about the size of the programmable delay circuits and the adjustment 
times. However, this study has clearly demonsfrated that the developed cir­
cuits are sufficiently small and that adjustment times are sufficiently short. 
Accordingly, these concerns do not constitute real obstacles to the applica­
tion of this approach for mass production. Although the current programma­
ble delay circuits cannot compensate for temperature and power-supply 
voltage fluctuations, the next version of the circuits, currently under devel­
opment, will be able to handle such fluctuations. We plan to detail these 
modifications and report on conducted experiments at the earliest opportu­
nity. 

The GA-based clock adjustment method is one example of the post-
fabrication adjustment concept. As our method is not a pure design tech­
nique or a pure circuit technique (being rather independent in nature), it can 
be combined with some of these techniques. For instance, a "soft-edge flip-
flop" (Nedovic, 2003) is a circuit technique to compensate for clock skew, 
which could be more effective in combination with our method. 

We have also proposed a clock-timing adjustment method that ensures 
sufficient timing margins. Simulation results show that the improved GA-
based adjustment can enhance yields while maintaining adequate timing 
margins. Chips adjusted with our proposed method are sufficiently robust to 
cope with fluctuations in the chip environment. 

The only tasks remaining are (1) to incorporate the GA-based clock ad­
justment technique into EDA tools, such as clock free sjoithesis (CTS), (2) to 
build IPs for the programmable delay circuits for specialized EDA tools, 
which are both already under development, (3) to improve the adjustment 
algorithms for ensured timing with developed chips, and (4) to develop em­
bedded GA-based adjustment circuitry to reduce testing costs on the LSI 
tester. By using EDA tools capable of handling our GA-based technique, 
together with programmable delay circuits, users will be able to benefit from 
the three advantages described in this chapter. 
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Finally, as a practical application of the GA-based clock adjustment 
method, two LSIs are being developed that include programmable delay cir­
cuitry in commercial LSI designs. The purpose of the development is to con­
firm the effect of our method in power dissipation reduction in commercial 
LSIs. 
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Abstract: In order to design computing machines able to self-repair and self-replicate, we 
have borrowed from nature two major mechanisms which are embedded in sil­
icon: cell division and cell differentiation. Based on the so-called Tom Thumb 
algorithm, cellular division leads to a novel self-repUcating loop endowed with 
universal construction. The self-repUcation of the totipotent cell of the "LSL" 
acronym serves as an artificial cell division example of the loop and results in 
the growth and differentiation of a multicellular organism. 

Key words: embryonics, self-replication, cell division, cell differentiation. 

1. INTRODUCTION 
Referring to a standard model for describing bio-inspired computing, the 

POE model (for Phylogeny-Ontogeny-Epigenesis) (Sipper, 1997), one may 
observe that countless results have been obtained along the Phylogeny and 
the Epigenesis axes: evolutionary algorithms and genetic programming on one 
hand, artificial neural and immune systems on the other hand. The third axis 
of the POE model, the Ontogeny axis, has been strangely neglected for a long 
period, perhaps due to its close relationship to hardware, less popular and more 
difficult to master than software. 

The relatively recent emergence of a new kind of computing hardware, 
the so-called field-programmable gate array (FPGA) (ViUasenor, 1997), an­
nounced perhaps the dawn of a new era of computing science, when the hard­
ware, until now untouchable, is itself becoming programmable or "config-
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urable". The configuration information is a string of bits, aimed at specializing 
a piece of FPGA in order to implement a given specification; this configura­
tion is very similar to the DNA string, the genetic information needed by a 
living organism to grow, live, self-repair and self-reproduce. It was therefore 
quite natural to try to embed in an FPGA-based architecture the basic mech­
anisms of the ontogeny of living organisms, i.e. cellular division and cellular 
differentiation. 

The final goal of our Embryonics (embryonic electronics) project 
(Mange, 2000) is to obtain artificial organisms in silicon able to grow, self-
repair and self-replicate; these properties are highly desirable for "extreme" 
applications of computer engineering (space exploration, radioactive environ­
ments, avionics, etc.) and, more importantly, are indispensable for the design 
of the future nanoscale electronic components whose characteristics will be 
very close to those of living organisms (Heath, 1998). In conclusion, the chal­
lenge to be met is to make perfect systems out of imperfect components. 

Starting from a very simple artificial organism with only three cells, the 
"LSL" acronym (for Logic Systems Laboratory), we will show how it is pos­
sible to grow such an artifact in silicon through cellular division and cellular 
differentiation. The LSL artifact will eventually be implemented in a custom 
computing platform, the BioWall, a giant electronic tissue made up of two 
thousand FPGAs. It will be shown that this artificial organism is endowed with 
self-replicating properties and meets all the criteria outlined by John von Neu­
mann when he was proposing his historical self-replicating cellular automaton, 
50 years ago (von Neumann, 1966). 

2. ARTIFICIAL CELLULAR DIVISION: THE TOM 
THUMB ALGORITHM 

2.1 Cell Division in Biology 

Before describing our new algorithm for the division of an artificial cell, 
let us remember the roles that cellular division plays in the existence of living 
organisms (Campbell, 1999). When a unicellular organism divides to form 
duplicate offspring, the division of a cell reproduces an entire organism. But 
cell division also enables multicellular organisms, including humans, to grow 
and develop from a single cell, the zygote. Even after the organism is fully 
grown, cell division continues to function in renewal and repair, replacing cells 
that die from normal wear or accidents. The reproduction of an ensemble as 
complex as a cell cannot occur by mere splitting in two. Cell division involves 
the distribution of identical genetic material (DNA) to two daughter cells. A 
dividing cell duplicates its DNA, allocates the two copies to opposite ends of 
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the cell, and only then splits into two daughter cells. In conclusion, we can 
summarize the two key roles of cell division: 
• The construction of two daughter cells in order to grow a new organism or 

to repair an already existing one (genome "translation"). 
• The distribution of an identical set of chromosomes in order to create a copy 

of the genome from the mother cell aimed at programming the daughter cells 
(genome "transcription"). 
Switching to the world of silicon, we will propose a new algorithm, the 

"Tom Thumb algorithm", which, starting with a minimal cell made up of four 
artificial molecules, the Annulus elegans, constructs both the daughter cells 
and the associated genomes. A tissue of such molecules will in the end be able 
to constitute a multicellular organism endowed with cellular differentiation. 

2.2 Constructing an Artificial Cell 
The minimal cell is organized as a square of 2 rows x 2 columns = 4 mole­

cules (Figure 5-1). Each molecule is able to store in its four memory positions 
four hexadecimal characters of the artificial genome, and the whole cell thus 
embeds 16 such characters (Mange, 2004). The original genome for the min­
imal cell is organized as a string of eight hexadecimal characters, i.e. half the 
number of characters in the cell, moving counterclockwise by one character at 
each time step (t = 0, 1,2,...). The 15 hexadecimal characters composing the 
alphabet of our artificial genome are detailed in Figure 5-2a. They are either 
"empty data" (0), "message data" (from 1 to 7) or "flag data" (from 8 to E). 
Message data will be used for configuring our final artificial organism, while 
flag data are indispensable for constructing the skeleton of the cell. Further­
more, each character is given a status and will eventually be "mobile data", 
indefinitely moving around the cell, or "fixed data", definitely trapped in a 
memory position of a molecule (Figure 5-2b). 

At each time step, a character of the original genome is shifted from right 
to left and simultaneously stored in the lower leftmost molecule (Figures 5-1 

t = 0 

-E]1 R2|i |3[±l4| 

Figure 5-1. The mimtnal cell ( 2 x 2 molecules) with its genome at the start (f = 0) 
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D 
• 
m 
E 

: empty data 

: don't care data 

: message data 

: flag data 

(0) 

(1 - E) 

(1 ... 7) 

(8 ... E) 

I f 1 : north connection flag 

|-^| : east connection flag 

| i | : south connection flag 

\<-\ : west connection flag 

(8) 

(9) 

(A) 

(B) 

ITl : branch activation and north connection flag 

[>| : north branch and east connection flag 

[Tl : east branch and west connection flag 

(C) 

(D) 

(E) 

(a) 

p ] : mobile data p ] : fixed data 

(b) 

Figure 5-2. The 15 characters forming the alphabet of an artificial genome, (a) Graphical and 
hexadecimal representations of the 15 characters, (b) Graphical representation of the status of 
each character 

and 5-3). The construction of the cell, i.e. storing the fixed data and defining 
the paths for mobile data, depends on two major patterns (Figure 5-3): 
• If the four, three or two rightmost memory positions of a molecule are empty 

(blank squares), the characters are shifted by one position to the right (t = 
0,1,2). 

• If the rightmost memory position is empty (t = 3), the characters are shifted 
by one position to the right; in this situation, the two rightmost characters 
are trapped in the molecule (fixed data), and a new connection is established 
from the second leftmost position toward the northern, eastern, southern or 
western molecule, depending on the fixed flag information F (for t — 3: 
F — C, and the connection is toward the northern molecule). 
At time ̂  = 16,16 characters, i.e. twice the contents of the original genome, 

have been stored in the 16 memory positions of the cell (Figure 5-3). Eight 
characters are fixed data, forming the phenotype of the final cell, and the eight 
remaining ones are mobile data, composing a copy of the original genome, i.e. 
the genotj^e. Both "translation" (i.e. construction of the cell) and "transcrip­
tion" (i.e. copy of the genetic information) have therefore been achieved. The 
fixed data trapped in the rightmost memory position of each molecule reminds 
us of the pebbles left by Tom Thumb for memorizing his way. 
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Figure 5-3. Constructing the minimal cell {t = 4: north path, / = 8: east path, t = 12: south 
path and north branch, t = 16: west path and loop completion, t = 24: east branch, t = 28: 
north branch cancellation, t = 40: east branch cancellation) 

2.3 Growing a Multicellular Organism 
In order to grow an artificial organism in both horizontal and vertical direc­

tions, the mother cell should be able to trigger the construction of two daugh­

ter cells, northward and eastward. At time t = 11 (Figure 5-3), we observe 
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Figure 5-4. Aneilyzing a multicellular organism made up of 2 x 2 minimal cells (t = 16: 
closing of the mother cell (lower leftmost cell), t = 32: closing of the upper leftmost cell, 
t = 40: closing of the lower rightmost cell, t = 56: closing of the upper rightmost cell) 

a pattern of characters which is able to start the construction of the northward 
daughter cell; the upper leftmost molecule is characterized by two specific 
flags, i.e. a fixed flag indicating a north branch (F — D) and the branch acti­
vation flag (F — C). The new path to the northward daughter cell will start 
from the second leftmost memory position at time f = 12. At time t = 23, an­
other particular pattern of characters will start the construction of the eastward 
daughter cell; the lower rightmost molecule is characterized by two specific 
flags, i.e. a fixed flag indicating an east branch (F = E), and the branch activa­
tion flag (F = C). The new path to the eastward daughter cell will start from 
the second leftmost memory position at time t = 24. 

In order to analyze the growth of a multicellular artificial organism, we are 
led to carefully observe the interactions of the different paths created inside 
and outside of each individual cell. Figure 5-4 shows the growth of a colony 
of cells. When two or more paths are simultaneously activated, a clear priority 
should be established. We have therefore chosen three growth patterns: 
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• For cells in the lower row, a collision can occur between the closing loop 
and the path entering the lower leftmost molecule; the inner loop, i.e. the 
westward path, will have the priority over the eastward path. 

• With the exception of the mother cell, for cells in the leftmost column, the 
inner loop, i.e. the westward path, will have priority over the northward 
path. 

• For all other cells, two types of collisions may occur: between the northward 
and eastward paths (2-signal collision) or between these two paths and a 
third one, the closing loop (3-signal collision); in this case, the northward 
path will have priority over the eastward path (2-signal collision), and the 
westward path will have priority over the two other ones (3-signal collision). 
The results of such a choice are as follows: a closing loop has priority over 

all other outer paths, which makes the completed loop entirely independent 
of its neighbors, and the organism will grow by developing bottom-up vertical 
branches. This choice is quite arbitrary and may be changed according to other 
specifications. 

The detailed architecture of the final molecule can be implemented in the 
form of a new paradigm for the design of generalized cellular automaton, the 
"data and signals cellular automaton" (DSCA) (Stauffer, 2004). This imple­
mentation is described elsewhere (Mange, 2004). 

3. ARTIFICIAL CELLULAR DIFFERENTIATION 

3.1 Cell Differentiation in Biology 

The nematode Caenorhabditis elegans is a small worm that has come to oc­
cupy a large place in the molecular biology of development. Thanks to its very 
particular characteristics (notably, the worm is transparent), it has been possi­
ble to reconstruct the entire anatomical history of each cell as the fertilized egg 
develops into a multicellular adult (Watson, 1987). Two amazing conclusions 
emerged when the information gathered from detailed anatomical studies of 
living worms was combined with more classical anatomical studies obtained 
by electron microscopy of serial thin sections of the worm at different develop­
mental stages. First, each cell in the adult worm is derived from the "zygote", 
the first mother cell of the organism, by a virtually invariant series of cell divi­
sions called a "cell lineage". Second, as a direct consequence of the invariant 
cell lineages, individual nematodes are anatomically invariant carbon copies 
of each other. The mature adult hermaphrodite always consists of exactly 945 
cells. 

Cell differentiation can proceed in at least two very different styles—"mo­
saic" and "regulatory"—which presumably reflect profoundly different molec­
ular mechanisms. In mosaic development, or temporal development (so called 
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because the organism is assembled from independent parts), the differentiation 
of a cell does not depend on the behavior or even the existence of neighbor­
ing cells. Apparently, internal events within each cell determine its actions; 
such events could be triggered by cell division itself or by the ticking of an 
internal biological clock that is set in motion by fertilization. In regulatory 
development, or spatial development, differentiation is partially or completely 
dependent on the interaction between neighboring cells. Mosaic development 
governed by strict cell lineages is the overwhehning rule in C. elegans, and reg­
ulative development is the exception. In most other organisms (Homo sapiens 
included), the reverse is almost certainly true. The price of such mosaicism 
may be very small size (perhaps only a limited number of cell divisions can 
be so rigidly programmed) and only modest complexity (cell-ceU interactions 
may be required to construct a more elaborate anatomy). 

3.2 Artificial Cell Differentiation 
As we are dealing with the construction of rather complex computing ma­

chines, we are led to choose the model of regulatory development, or spatial 
development, in the framework of the Embryonics project. Even if our final 
goal is the development of complex machines, in order to illustrate the basic 
mechanisms of our artificial ontogeny we shall use an extremely simplified 
example, the display of the acronym "LSL", for Logic Systems Laboratory 
(Mange, 2004). 

The machine that displays the acronym can be seen as a one-dimensional 
artificial organism, Acronymus elegans, composed of three cells (Figure 5-5a). 
Each cell is identified by a X coordinate, ranging from 1 to 3 in decimal or 
from 01 to 11 in binary. For coordinate values X — I and X = 3, the cell 
should implement the L character, while for X = 2, it should implement the 
S character. A "totipotent cell" (in this example, a cell capable of displaying 
either the S or the L character) comprises 6 x 7 = 42 molecules (Figure 5-5b), 
36 of which are invariant, five display the S character, and one displays the L 
character. An incrementer—an adder of one modulo 3— îs embedded in the 
final organism; this incrementer implements the truth table of Figure 5-5c and 
is represented by the logic diagram and symbol of Figure 5-5d. According to 
the table, the value of the binary variable XO is sufficient to distinguish the 
display of character L (XO = 1 ) from the display of character S (XO = 0 or 
XO' = 1). 

These specifications are sufficient for designing the final architecture of the 
totipotent cell (Figure 5-6), whose 42 molecules can be divided into seven 
categories (from 1 to 7) depending on their functionality: 

1: Two busses for the horizontal transfer of the X coordinate. 
2: Modulo 3 incrementer. 
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Figure 5-5. Specifications of the Acrvnymus elegans. (a) Three cell artificial organism, (b) 
The totipotent cell, (c) Truth table of the coordinate incrementer. (d) Logic diagram and symbol 
of the incrementer 

3: One bus for the vertical distribution of the XO logic variable. 
4: Permanent display of characters L and S. 
5: Display of S character only (XO = 0 or XO' = 1). 
6: Display of L character only (XO = 1). 
7: Neutral molecule, no display, no functionality. 
The existence of an incrementer adding modulo 3 will allow for the organ­

ism self-replication, clearly visible in Figure 5-7c. 

4. TOM THUMB ALGORITHM DESIGN 
METHODOLOGY AND GENERALIZATION 

In 1995, Tempesti has shown how to embed the acronym "LSL" (for Logic 
Systems Laboratory) into a self-replicating loop implemented on a classical 
cellular automaton. Thanks to a "cut-and-try" methodology and a powerful 
simulator, he was able to carry out the painful derivation of over 10,000 rules 
for the basic cell. Unlike his heuristic method, we will show that the same 
example can be designed in a straightforward and systematic way, thanks to 
the use of our new data and signals cellular automaton (DSCA) associated to 
the Tom Thumb algorithm. 
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The totipotent Acronymus elegans cell: detailed functionalities of the 42 mole-

The totipotent cell of the "LSL" acronym example is first represented in a 
rectangular array of 6 columns x 7 rows (Figure 5-6). While the number of 
rows is indifferent, the number of columns should be even in order to prop­
erly close the loop. The totipotent cell is therefore made up of 6 x 7 = 42 
molecules connected according to the pattern in Figure 5-7a: bottom-up in the 
odd columns, and top-down in the even columns, with the lower row reserved 
for closing the loop. It is then possible to define aU the flags in the rightmost 
memory position of each molecule (grey characters in Figure 5-7a) without for­
getting the branch activation and north connection flag in the lower molecule of 
the first column, the north branch and east connection flag in the upper mole­
cule of the first column, and the east branch and west connection flag in the 
lower molecule of the last column. The 42 molecules are then given message 
data (from 1 to 7) according to the detailed architecture of the totipotent cell 
(Figure 5-6), i.e. the decimal value of each molecule. The detailed information 
of the final genome, i.e. 42 x 2 = 84 hexadecimal characters (Figure 5-7b), 
is derived by reading clockwise the fixed characters (black and grey characters 
in Figure 5-7a) of the whole loop, starting with the lower molecule of the first 
column. 

The LSL acronym design example can be easily generalized to produce the 
following algorithm: 
• Divide the given problem in a rectangular array of C columns by R rows. 

While the number of rows R is indifferent, the number of columns C should 
be even in order to properly close the loop. 

• Define all the flags in the rightmost memory position of each molecule ac­
cording to the following patterns: bottom-up in the odd columns and top-
down in the even columns, with the lower row reserved for closing the loop. 
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Figure 5-7. Realization of the Acronymus elegans. (a) The 6 x 7 = 42 molecules of tiie 
totipotent cell, (b) Genome, (c) Bio Wall implementation (Photograph by E. Peteaglio) 

Complete the path by adding the branch activation and north connection 
flag (C) in the rightmost memory position of the lower molecule of the first 
column, the north branch and east connection flag (D) in the rightmost mem-
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ory position of the upper molecule of the first column, and the east branch 
and west connection flag (E) in the rightmost memory position of the lower 
molecule of the last column, in order to trigger the two daughter loops north­
wards and eastwards respectively. 

• According to the original specifications, complete all the message data in 
the second rightmost memory position of each molecule. These message 
data constitute the phenot}^ic information of the artificial cell. 

• The detailed information of the final genome, i.e. the genotypic informa­
tion of the artificial cell, is derived by reading clockwise along the original 
path the fixed characters of the whole loop, i.e. the two rightmost charac­
ters of each molecule, starting with the lower molecule of the first column. 
The genotypic information, or artificial genome, is used as the configuration 
string of the artificial cell and wiU eventually take place in the two leftmost 
memory positions of each molecule. 
By embedding the basic molecule of our new data and signals automaton 

(DSCA) in each of the 2000 field-programmable gate arrays (FPGAs) of the 
Bio Wall (Tempesti, 2003), it is possible to show the artificial cellular division 
of the original totipotent cell, followed by the cellular differentiation and by the 
self-replication of the whole "LSL" organism in both the vertical and horizontal 
directions (Figure 5-7c). 

5. CONCLUSION 

5.1 Present and Future Applications 

Several years before the publication of the historical paper by Crick and 
Watson (1953) revealing the existence and the detailed architecture of the DNA 
double helix, von Neumann was already able to point out that a self-replicating 
machine required the existence of a one-dimensional description, the genome, 
and a universal constructor able to both interpret (translation process) and copy 
(transcription process) the genome in order to produce a valid daughter organ­
ism. Self-replication allows not only to divide a mother cell (artificial or living) 
into two daughter cells, but also to grow and repair a complete organism and is 
now considered as a central mechanism indispensable for circuits that will be 
implemented through the nascent field of nanoelectronics (Drexler, 1992), par­
ticularly when the fault-tolerant properties associated with our developmental 
approaches are taken into consideration. 

A first field of application of our new self-repUcating loop with univer­
sal construction is quite naturally classical self-replicating automata, such as 
three-dimensional reversible automata (Imai, 2002) or asynchronous cellular 
automata (Nehaniv, 2002). 
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A second, and possibly more important field of application is Embryonics, 
where artificial multicellular organisms are based on the growth of a cluster of 
cells, themselves produced by cellular division (Macias, 2002; Mange, 2000). 
It is within this context that cellular differentiation will become a key aspect of 
our growth mechanism, as each newly-created cell identifies its position and 
its designated role within the complete organism. 

Finally, other possible open avenues concern the evolution of such loops 
and/or their capability to carry out massive parallel computation (Chou, 1998). 

5.2 Emergence and Complexity 
If we assume the existence of a silicon substrate organized as a homoge­

neous matrix of basic elements or "molecules", we observe that the injection of 
a finite string of discrete symbols, the genome, successively produces the emer­
gence of cells (by cellular division), of multicellular organisms (by cellular dif­
ferentiation) and, finally, of a population of identical organisms, i.e. clones (by 
cyclic repetition of the coordinates). This emergence is of course not "magic", 
and follows from a determinist use of logic symbols considered as configu­
ration of the molecules, themselves implemented by the field-programmable 
gate arrays (FPGAs). 

Emergence is then the automatic result of a chain of several mechanisms 
(cellular division and differentiation, repetition of coordinates). This appear­
ance of a complex system (a population ofAcronymus elegans in our example) 
from rather simple molecules and a short genome, simply creates the illusion of 
an internal growth of complexity, meeting, in our opinion, the loosely-specified 
criteria that define emergence. 
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Abstract: The developments presented in this chapter are results of a new research pro­
ject, "Reconfigurable POEtic Tissue". The goal of the project was the devel­
opment of a hardware platform capable of implementing bio-inspired systems 
in digital hardware. In particular, the final hardware device, while similar to 
other FPGAs, was designed with a number of novel features which facilitate 
evolution, development and learning. These include dynamic reconfiguration 
and on-chip reprogramming. This chapter gives some details of the architec­
ture of the device, followed by a simple example. The example considers these 
features available on POEtic in the context of fault-tolerant system design and 
shows how an ensemble of different, but often complementary, techniques 
might be produced using these novel device features. It is argued that these 
features are generic for many evolutionary-type applications. 

Key words: evolvable hardware, dynamic reconfiguration, fault tolerance, novel hardware 
device. 

1. INTRODUCTION 

The majority of evolvable hardware experiments and applications in the 
digital domain have typically been performed on "standard" digital devices, 
usually FPGAs. There are notable exceptions to this, probably the best 
known being the devices produced by Professor Higuchi and his team (Kaji-
tani, 1999). Standard FPGAs are not designed with bio-inspired techniques 
in mind. This means that many of the things we would like to do, such as 
partial reconfiguration (either via the environment or by other cells), growth 
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(either real or artificial), iree evolution (i.e., not worrying about creating 
configurations that might destroy the device), or non-local cell interactions, 
are either protracted at best or impossible in many cases. Similar comments 
might be addressed at hardware implementations of learning and develop­
ment. 

What we describe here is a FPGA which, for the first time, has been de­
signed and implemented with bio-inspired techniques at the fore of the proc­
ess. 

The aim of this chapter is to present some of the ideas developed in the 
firamework of a new research project called "Reconfigurable POEtic Tissue" 
(or "POEtic" for short) (Tyrrell, 2003), recently completed under the aegis of 
the European Community. After a short introduction to the POEtic project 
for the design of bio-inspired hardware, the chapter will present some of the 
novel features of the POEtic device built during the project. To consider the 
usefulness of the device, a simple but illustrative example is chosen which 
shows how the main features designed into the device aid fault-tolerant sys­
tem design; experimental results are given to illustrate the efficacy of the 
device and these special features. 

2. THE POETIC PROJECT 

The POEtic tissue (for tissue read device or devices) is a multicellular, 
self-contained, flexible, and physical substrate designed to develop and dy­
namically adapt its fimctionality through the processes of evolution, devel­
opment, and learning. It should interact with a dynamic and partially unpre­
dictable environment to effect these biologically inspired ideas, and to self-
repair parts damaged by aging or environmental factors in order to remain 
viable and perform similar fimctionalities. 

To summarize, the goal of the POEtic project was the: 
"... development of a flexible computational substrate inspired by the 

evolutionary, developmental and learning phases in biological systems." 
Following the three models of bio-inspiration, the POEtic tissue was de­

signed logically as a three-layer structure (Figure 6-1 gives an abstract view 
of this relating to hardware): 
• The phylogenetic model acts on the genetic material of a cell. Each cell 

can contain the entire genome of the tissue. Tj^ically, in the architecture 
defined, it could be used to find and select the genes of the cells for the 
genotype layer. 

• The ontogenetic model concerns the development of the individual. It 
acts mostly on the mapping or configuration layer of the cell, implement­
ing cellular differentiation and growth. In addition, ontogenesis will have 



6. The POEtic Hardware Device 101 

an impact on the overall architecture of the cells where self-repair (heal­
ing) is concerned. 

• The epigenetic model modifies the behavior of the organism during its 
operation, and is therefore best applied to ihe phenotype layer. 
Defining separate layers for each model has a number of advantages, as it 

allows the user to decide whether to implement any or all models for a given 
problem, and allows the structure of each layer to be adapted to the model. 
This adaptability is achieved by implementing the cells on a molecular sub­
strate, in practice, a surface of programmable logic. 

The final hardware design (VLSI device) has a number of specific novel 
features built into its fabric to assist with bio-inspired designs. It is shown 
here that these features can also be used effectively for the design of fault-
tolerant systems. 
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Figure 6-1. The three organisational layers of the POEtic project 

2.1 Operational Mode 

Following the logical structure presented in Figure 6-1, the actual imple­
mentation of the POEtic chip had to allow the implementation of artificial 
organisms, consisting of cells (or in this case molecules) capable of growth, 
self-repair, and learning, as well as the capacity of letting a population of 
such organisms evolve. The architecture of the device was divided in two 
sections: a microprocessor and a reconfigurable array of simple elements 
(molecules). We will concentrate here on the molecules, as the microproces­
sor is much less interesting! Among the main novel features, which set this 
device apart firom conventional programmable devices, are: 
• A distributed routing algorithm that allows the automatic creation of 

connections between parts of the chip (or of many chips cormected to­
gether) by djTiamically finding and exploiting data paths. 
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• The possibility for the array to self-reconfigure parts of itself, a powerfiil 
feature for evolvable hardware and self-repairable systems. 

• The impossibility of short-circuits, implying that no configuration bit-
stream can damage the chip (again, very useful for evolutionary ap­
proaches). 

• The presence of a dedicated microprocessor that allows a rapid recon­
figuration of the array via a parallel access. 
The implementation of a bio-inspired system as described in the preced­

ing section implies that the organisms (i.e., the arrays of cellular processors) 
are loaded into the hardware reprogrammable part of the device, in our case 
called the "organic subsystem". The subsystem is logically divided into two 
separate planes: the fiinctional plane, hosting the reconfigurable logic, and 
the routing plane, which has the task of creating data paths for intercellular 
communication at runtime. The first of these is composed of basic elements 
that play the role oi molecules, and is general enough to implement any digi­
tal circuit, while the second implements a distributed d5mamic routing algo­
rithm. The main specificities of the organic subsystem are its capabilities of 
changing at runtime the function realized by the molecules and the connec­
tions between different parts of the chip. In the next subsections we will 
describe in some detail the two planes, defining first the architecture and the 
modes of operation of the molecules and then the hardware and algorithm 
that control the dynamic paths creation (more details in (Moreno, 2004)). 

Figure 6-2. The molecules 
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2.1.1 Molecules 

A molecule (Figure 6-2) contains a 4-input LUT and a flip-flop; the out­
put can thus be combinational or sequential. This architecture is similar to 
many commercial FPGAs, but a number of novel features have been added 
to support bio-inspired applications. A molecule can be configured into one 
of 8 different operational modes (note that some of these modes relate to the 
routing mechanism described in the next section): 
• 4-LUT: the functionality corresponds to a 4-input LUT. 
• 3-L UT: the LUT is split into two 3-input LUTs. 
• Shift memory: the LUT is used as a 16-bit shift register. 
• Comm: the LUT is split into an 8-bit shift register and a 3-input LUT. 
• Input: the molecule is an input from the routing plane and the identifier 

of its source is stored in the 16-bit shift register. 
• Output: the molecule is an output to the routing plane, with its identifier 

stored in the 16-bit shift register. 
• Trigger: this mode is used by the routing algorithm to sjoichronize the 

identifiers decoding process. Furthermore, two inputs are responsible for 
resetting the routing plane and to disable some molecules. 

• Configure: a molecule in this mode can modify the configuration bits of 
other molecules in the chip, therefore allowing self-reconfiguration of 
parts of a cell, for instance. 
As in all programmable logic, connections are a fundamental part of the 

circuit. Besides the dynamic communication network that exploits the rout­
ing plane described next (used for intercellular communication between 
processors), intermolecular communication (used for the conventional inter­
connection between the programmable logic elements) goes through 
switchboxes in the molecules. Each molecule contains a switchbox com­
posed of eight 8-input multiplexers, two for each direction (right diagram in 
Figure 6-2). Contrary to the dynamic routing, the configuration bits of the 
switchbox are loaded and fixed at configuration time, and can be changed 
only by a full or a partial reconfiguration of the circuit. 

2.1.2 Partial Reconfiguration 

Partial reconfiguration is one of the main innovations in the molecular 
substrate. This feature not only allows any molecule to change the configura­
tion of another molecule, but also allows the user to decide specifically 
which parts of the configuration should be modifiable. 

For this purpose, the 76 bits that represent the configuration of a mole­
cule are split into five blocks: LUT, LUT input multiplexers, switchbox, op­
erational mode, and other bits. For each block, a special bit indicates if the 
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block should be reconfigured or bj^assed during any partial reconfiguration 
process. Thus, only part of a molecule can be modified; for instance, it is 
possible to change only the contents of the LUT, and hence the fimction 
realized by the molecule, while keeping all of its connections to the rest of 
the array. Figure 6-3 shows these 5 blocks, with their corresponding special 
bit, and the chain of partial reconfiguration passing through the LUT inputs 
and the mode. We can observe that the molecule needs two configuration 
bits to indicate the origin of an accepted partial reconfiguration, and a bit to 
enable its propagation to its neighbours. These 3 bits, with 5 additional spe­
cial bits, cannot be modified by the molecules themselves, but only by the 
microprocessor through a direct reconfiguration. It is also interesting to no­
tice that a molecule is able to transmit the configuration bits through the 
connection network, allowing for long distance reconfiguration (i.e., not 
only of the directly connected neighbours). 
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Figure 6-3. Configuration bits of a molecule split into 5 blocks, two of them being reconfig­
ured 

The partial reconfiguration mechanism can obviously serve to modify the 
behaviour of the molecules. This feature is very usefiil for evolvable hard­
ware processes and necessary for self-repair, as a spare cell would have to 
execute the task of a dead one. Through this mechanism, it is possible to 
entirely create the functional part of the new cell by copying part of an exist­
ing cell - a way forward for hardware growth. Furthermore, the three first 
blocks can serve to store information, up to 54 bits per molecule. This kind 
of memory, accessed serially, can be very useful to efficiently store a ge­
nome. 
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2.1.3 Molecular Enable 

Another useful feature of the molecules is the global molecular enable. 
Trigger molecules control this enable, and every molecule owns a configura­
tion bit that indicates if it has to be sensitive or not to this signal. For exam­
ple, for self-repair, a cell can be divided in two parts: a fimctional part and a 
part responsible for the self-repair. The first part can then be sensitive to the 
global enable, and so be disabled while a self-repair process occurs, in order 
to guarantee the correct behaviour of the whole system. 

2.1.4 Routing Plane 

The routing plane, logically superposed on the molecular plane, allows 
the device to dynamically configure connections that join separate molecules 
across one or multiple chips. In a sense, this plane is the POEtic equivalent 
of long-distance connection busses in a conventional FPGA, with some cru­
cial differences. 

In practice, the routing plane consists of a set of regularly-spaced routing 
units that use multiplexers to direct the flow of data across the chip. One 
routing unit corresponds to a set of four molecules in the subjacent plane' 
and is itself cormected to its four cardinal neighbouring routing units (Fig­
ure 6-4). 

The routing units implement a distributed routing algorithm, and config­
ure multiplexers that are then used to transmit data from output molecules to 
input molecules. The ftmdamental novelty of this mechanism is the absence 
of configuration bits; the communication paths are found and established 
dynamically at runtime and the user need not define the connection network 
at design time. All details regarding this algorithm, that implements a paral­
lel breadth-first search algorithm to find the shortest path between two 
points, can be found in (Thoma, 2003). We will focus here on the features 
useful for self-repair. 

A routing unit (Figure 6-5) is composed of a controller (a finite state ma­
chine) and five 4-input multiplexers selecting the value to send in each direc­
tion and to the molecules underneath. Each multiplexer is controlled by two 
bits that are modified by the finite state machine during the routing process, 
and an additional bit indicates if the multiplexer is currently in use, in order 
to avoid collisions. 

' This choice of one routing unit corresponding to a set of four molecules represents a com­
promise between area and efficiency. The routing tools must ensure that only one of the 
four subjacent molecules has access to the routing unit. 
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Molecule 

Figure 6-4. Molecules and routing units 

Finite state machine 5 multiplexers 

Figure 6-5. Routing unit 

The algorithm is based on 16, 8, 4, 2 or 1 bits long IDs stored in the shift 
register of molecules in input or output mode; during the routing process, 
molecules connect with other molecules having the same ID. The molecules 
in input or output mode manage the creation of paths by controlling a rout­
ing enable signal sent to the routing units. When a molecule enables the 
signal, a routing process is launched until the molecule is connected to the 
other molecules with the same ID; if the signal is disabled, the molecule is 
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ready to accept a connection. This approach is very well adapted for the 
implementation of cellular self-repair or growth mechanisms, since it allows 
spare cells to be placed on the array simply by giving them all the same ID; 
a cell that wants to connect to a spare cell will then simply create a path with 
the nearest cell, without needing to know its actual physical position. 

Another interesting feature of the algorithm is that it is totally distributed, 
and that every routing unit can try to start a routing process at the same time, 
avoiding the need for explicit synchronization mechanisms; a hardware-
based algorithm grants priority to the most southwest molecule and serializes 
the routing process by allowing a single path at a time to be established. 

Finally, the molecules can force a reset of the routing plane after which 
every connection needed by the molecules will be recreated. A self-repair 
mechanism can therefore reinitiate new connections when a cell is replaced 
by a new one. 

In a routing process, every routing unit (RU) that needs a connection 
propagates a signal through the chip and priority is given to the most south­
west unit, the master, who then sends its ID to all other RUs serially. At the 
end of this phase every RU knows if it is involved in the current routing. The 
master then disables all molecules in the same mode (input or output), in 
order to avoid contentions. The next phase is a parallel implementation of 
Lee's algorithm (Lee, 1961), and is depicted in Figure 6-6, where we can see 
the creation of the shortest path between the source SI and the target Tl, 
taking into account the existing paths. 
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Figure 6-6. Creation of a path during a routing process 



108 Chapter 6 

3. RECONFIGURATION AND FAULT-TOLERANCE 

The POEtic project provides a unique platform for investigating mecha­
nisms at work in biological systems, for example ones which exhibit fault-
tolerant behaviours. It is the intention of the rest of this chapter to demon­
strate this through the development of a cellular ontogenetic fault-tolerant 
mechanism on the POEtic tissue based upon growth. 

Self-repair, or healing, is a critical mechanism within an organism's re­
sponse to damage involving the growth of new resources, in the form of 
cells, and their integration into the organism replacing damaged ones. An 
electronic system cannot grow new silicon resources in response to device 
faults in the same way and so growth in silicon is generally emulated by 
having redundant resources which the system can use. While this mechanism 
is used here to aid self-repair, consider the mechanisms used for evolutionary 
processes, or for t5^es of learning. These are a generic set of mechanisms 
provided on POEtic that can be used for all of these processes and more. The 
POEtic architecture provides novel features which are particularly usefixl for 
implementing models of growth in digital hardware including the underlying 
molecular architecture, dynamic routing and self-configuration of the tissue. 

3.1 Growth 

The work reported here is inspired by two important features of growth: 
cell division and cellular differentiation. Cell division is the process of self-
replication through which cells produce copies of themselves. Cellular dif­
ferentiation is the process through which cells organise themselves by taking 
on specific functional types depending upon their positions (and possibly 
other characteristics such as chemical gradients) within an organism. 

Prompted by these distinct modes of growth, a novel cell design has been 
implemented on the POEtic tissue and here illustrated in a test application. 
We describe an implementation of an embryonic array (similar in style, but 
very different in implementation to those reported in (Mange, 2000)) emulat­
ing the processes of cellular differentiation. 

3.2 Test Application 

In order to investigate issues regarding the implementation of cellular 
fault-tolerant mechanisms (including growth and partial reconfiguration) on 
the POEtic tissue, a test application has been defined based upon the audio 
application presented in (Cooper, 2004). The test application consists of a 
cell constructed from nine one-dimensional waveguide mesh elements (for 
those not familiar with waveguide meshes, each mesh element can be con-
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sidered as a particular type of processing element. The Ps in Figure 6-7 rep­
resent values passing between neighbouring mesh (processing) elements) -
this application requires real-time (audio) processing. Cells can be chained 
together to form a one-dimensional waveguide with length an arbitrary mul­
tiple of nine, as shown in Figures 6-7 & 6-8. While this is a specific applica­
tion executed within the POEtic project, the work reported here is generic 
and appropriate for any application on one or more devices. 
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Figure 6-7. Nine mesh element one-dimensional waveguide cells with left and right input 
streams 

3.3 Fault Detection 

Biological mechanisms for fault detection, in themselves, provide a rich 
field of research to which the POEtic platform is applicable (Canham, 2002). 
However, as the aim of the cell designs here is to investigate growth mecha­
nisms, a standard hardware redundancy technique has been chosen to pro­
vide fault detection in the designs. It is based upon the assumptions that 
faults will occur discretely in time and that a fault is only of significance if it 
causes the cell function at its outputs to deviate fi-om correct behaviour. 
Based upon these assumptions we can duplicate and compare two systems; a 
fault will cause the values at the outputs of cell function copies to differ. 
This discrepancy is detected by XOR logic functions comparing the cell 
function outputs and combined into a fault flag by an OR logic function. The 
advantages of this method for fault detection are that it is simple, acts at the 
resolution of a single clock cycle, operates online, and is applicable to any 
cell fiinction. Of course, what is really of interest to us here is what happens 
then? 



110 Chapter 6 

I 

1 
Q 50 100 150 200 250 300 350 400 

Out L 

1 f\ n rt /̂  ,« . - -̂. 
ij U ^ *^ ^ y Vj u V " " " -

u u 
0 50 100 150 200 250 300 350 400 

Ollt_R 

1 
\ , 1 _I p ^ ̂ "" • p V« 

I f 

0 50 100 150 200 350 400 

Figure 6-8. Cell output in response to pulses applied to one input 

4. EMBRYONIC IMPLEMENTATION ON THE 
POETIC TISSUE 

An embryonic array consists of an array of cells implemented in recon-
figurable logic, each of which contains a set of configuration strings describ­
ing every cell function within the system to be implemented. A particular 
cell will take on just one of these functions at any given time (but may 
change through configuration during operation if required). This set of con­
figuration strings is analogous to the biological genome contained within 
every living cell. Each configuration string is analogous to a gene and can be 
directly translated into the cell function it describes in the hardware of the 
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cell. Development of the system is achieved through differentiation during 
which each cell identifies its configuration string with respect to its location 
within the array and uses it to configure its function (Moreno, 2004), de­
tailed in Figure 6-9. 

4.1 Cell Function Areas 

Cell function areas are the areas of the cell where the cell application 
functionality is performed. Duplication of the cell function enables fault 
detection by the method described. The areas are initially blank and require 
configuration fi-om a stored gene. They consist of molecules which have the 
partial configuration inputs fi-om their neighbours chained together as illus­
trated in Figure 6-10 and all configuration registers enabled for configura­
tion. This allows an arbitrary cell function to be configured within them. The 
stored gene therefore consists of the contents of the configuration registers 
for each molecule in the fiinction listed in the order in which they appear in 
the chain from the head to the tail. 
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Figure 6-9. Embryonic cell design on the POEtic tissue (cell has a single gene in its genome 
for illustrative purposes) 
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Figure 6-10. Cell function area configuration chain 
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Figure 6-11. Gene block 

4.2 Genome Storage 

The stored genome consists of individual gene blocks, each of which can 
be selected by the differentiation system to be the source for configuration of 
the function areas within the cell. The genes consist of shift memory mole­
cules which store the configuration string in their look up tables (LUTs). The 
inputs and outputs of the memory molecules are chained together in the same 
way as the molecules in the fimction configuration areas. During configura-
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tion of the function areas, every gene in the stored genome shifts its contents 
out from its head with the string from the gene selected by the differentiation 
process being channelled into the cell function areas. 

The head of each gene block is looped back into the tail by connecting 
the memory molecule output of the head molecule to the input of the tail 
molecule so that the contents of the gene block are retained, illustrated in 
Figures 6-11 & 6-12. 

Shift 

4.3 

Figure 6-12. Stored genome consisting of selectable gene blocks 

Fault Detection in the Stored Genome: Cyclic 
Redundancy Check 

Approximately four times as many molecules are required to store each 
gene than are used in the fimction block that it describes, and an embryonic 
cell will require as many genes as there are different cells in the system. As 
both function copies are configured from the same stored gene, a fault in the 
gene will go undetected by the redundancy fault-detection system as both 
copies will be producing the same erroneous outputs. 

A second fault detection system has therefore been implemented in the 
embryonic cell design in the form of a cyclic redundancy code (CRC) which 
can detect faults in the gene being used to configure the cell function by 
means of a frame check sequence (FCS), which is tagged onto the end of 
every gene (Costello, 2004). 
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On configuration of the cell function areas, the configuration string for 
the selected gene (including the FCS) is passed through the CRC register as 
the cell function areas are configured. If the stored gene is incorrupt then the 
output of all of the CRC register elements will be zero at the end of this 
process. Otherwise, at least one of the outputs of the register elements will 
be high, indicating a fault in the gene. 

4.4 Cell Nucleus 

The cell nucleus is responsible for controlling the five main processes of 
the embryonic cell. These are cellular differentiation, cell function configu­
ration, fault detection, apoptosis and routing. 

4.4.1 Cellular Differentiation 

Each of the embryonic cells in the array has a differentiation input and 
output molecule. These inputs and outputs are linked in a chain across the 
tissue. On receiving a zero at its input each cell asynchronously sets its out­
put to zero. The first cell in the chain has its input connected to a source 
external to the tissue into which the differentiation signal is driven. This 
signal consists of a series of ones equal in length to the number of cells in 
the organism being developed. The first cell in the chain therefore receives a 
series of ones equal to the number of cells in the application. At this point 
the output of cell one is as5Tichronously reset to zero, causing a chain reac­
tion through which all cell differentiation outputs down the chain asynchro­
nously reset to zero. This terminates the differentiation process in the cells, 
each of which will have received one less series of ones at its differentiation 
input than the previous cell in the chain. The cells then select their allocated 
genes (and hence their function) depending upon the number of ones re­
ceived at their differentiation inputs. Cells which receive no ones at their 
inputs blank their function areas and are left as unused spare cells. This 
process can be instigated at any point by simply driving the differentiation 
signal into the differentiation chain. 

4.4.2 Cell Function Configuration 

Completion of the differentiation process triggers a molecule configura­
tion counter. The counter enables the shift input to each of the gene blocks in 
the stored genome and enables a configuration molecule which feeds the 
output of the selected gene into the configuration input of the tail of the 
function area configuration chain. 
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When the counter indicates that the number of molecules in a cell func­
tion area have been configured, the enable to the configuration molecule is 
disabled and the counter resets. At this point the fimction areas of the cell 
have been programmed with the selected gene and are ready for integration 
into the system. Before this can occur however, the FCS must be shifted 
through the CRC register to check that the gene is correct. This is controlled 
by a second counter which is triggered by the overflow of the first and shifts 
the gene blocks by a further 32 bits, driving the FCS out of the gene block 
through the CRC register. 

4.4.3 Fault Detection 

In the cell nucleus the values at the outputs of the two cell function cop­
ies are compared and a fault is flagged in response to a discrepancy. The 
integrity of the configuration of these function copies is tested by the CRC 
register on configuration, and if corrupt a fault is flagged. The cell nucleus 
combines these two fault flags into a single signal which triggers cell apop-
tosis and differentiation of the system. 

Differentiation in response to a fault is triggered by the faulty cell setting 
the ''mol enable ouf signal on its trigger molecule low. This is detected by 
the external system controlling the differentiation signal input to the tissue 
which drives the signal into the differentiation chain in response. 

4.4.4 Apoptosis 

Apoptosis in a faulty embryonic cell is achieved by selecting the blank 
gene, simply a source of zeros, and bypassing the delay which the cell would 
otherwise introduce into the differentiation chain. This shifts the differentia­
tion values received downstream of the faulty cell one cell down the chain, 
and causes the cell to blank its function areas removing any molecules (such 
as input and output molecules) which may interfere with the operation of the 
system. 

4.4.5 Routing 

Having completed the processes of cellular differentiation and configura­
tion, the final step in producing the functioning embryonic system is to route 
together any input and output molecules which have been configured in the 
function areas of the cells. 

The cell which receives the differentiation value equal to the number of 
cells in the system, i.e. the first healthy cell in the differentiation chain, is 
assigned the task of triggering the routing process. Every cell contains a 
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trigger molecule capable of this. On completing the configuration of their 
function areas every cell sends a pulse on the ''start_routing_enable' signal 
to its input, entering them into the routing process. This pulse is also sent to 
the 'resetrouting' input on the cell's trigger molecule via a gate. The output 
of this gate is enabled if it is the first working cell in the chain, thereby trig­
gering the routing process. This system is required, as firing multiple trigger 
molecules on the tissue will result in multiple routing processes being insti­
gated, wasting clockcycles (Thoma, 2004). 

4.5 Simulations and Results 

The cell design described above has been simulated in the presence of 
randomly generated faults using the POEtic design tool POEticmol 
(Thoma, 2004). As POEticmol simulates the behaviour of the POEtic device 
using the VHDL description fi-om which the device is fabricated, accurate 
simulations of the effects of faults on system behaviour can be made. 

A number of signal elements are randomly chosen and are forced into a 
fault condition during the simulation. Each signal element is randomly allo­
cated a clock cycle number fi-om the prespecified duration of the simulation 
upon which to become faulty. The fault model used is the 'stuck-at' fault, or 
single hard error. The number of faults forced in the simulation is set at a 
value high enough to guarantee a satisfactory yield of terminal cell faults, 
rather than at a value which is a realistic representation of fault rates for the 
real device with respect to the test application. 

Some example results showing the behaviour of the embryonic cell de­
sign in response to randomly generated faults can be seen in Figures 6-13 
to 6-15. The figures each show the input and output data for two cells, a 
working cell and a spare cell (both working, and spare cells are exposed to 
faults during the simulations), simulated over a number of runs of a fixed 
number of output words. Each run has a different randomly generated set of 
faults which are to be forced into the tissue. The design is reset after the end 
of each run and any faults forced into the tissue are removed. Each cell de­
sign is simulated under three conditions. In the first simulation, no faults are 
forced into the tissue (Figure 6-13). This generates the target output which 
the fault-tolerant system is aiming to achieve. In the second simulation, 
faults are forced into the tissue but the fault-detection and growth mecha­
nisms are disabled (Figure 6-14). In the third simulation, the same faults are 
forced into the tissue with the fault-detection and growth mechanisms en­
abled (Figure 6-15). 

In Figure 6-14, it can be seen that unprotected embryonic cell sustains a 
terminal fault in run 2. In run 2 of Figure 6-15 it can be seen that with the 
fault-tolerant systems enabled, the system has detected the induced fault and 
instigated apoptosis of the faulty cell and regrowth of the system. Data loss 



6. The POEtic Hardware Device 117 

in the embryonic system is illustrated by the zero output between points 
a) and b) produced by the newly grown system. At point a) the system is 
repaired and fully functional, but its response to the input pulse previous to 
the fault being detected has been wiped by regrowth. By point b) the correct 
system response to this input has become negligible and a new input pulse 
stimulates the repaired embryonic system, producing incorrupt output data. 
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Figure 6-13. Fault-free cell I/O Figure 6-14. I/O with faults - fault-toleran­
ce OFF 

5. CONCLUSIONS 

An embryonic cellular fault-tolerant mechanism has been successfully 
implemented in simulation on the POEtic tissue. The transparency of the 
process of mapping an embryonic design onto the POEtic architecture has 
also been demonstrated. Unlike embryonic implementations on generic 
FPGA architectures, which require complex stages of synthesis and careful 
tailoring of the embryonic architecture for the target device, compact embry­
onic designs can be built directly on the POEtic tissue at the molecular level. 
Results of preliminary simulations in the presence of randomly introduced 
faults show that the cell design is capable of successfully detecting, repairing 
and recovering from terminal faults in cell function. 
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Figure 6-15. I/O with faults - fault-tolerance ON 

However, the specific results shown here have much greater potential for 
the generic research field of evolutionary computation. The mechanisms 
designed into the POEtic devices, such as partial reconfiguration, dynamic 
routing and open evolution, will allow researchers in the future to investigate 
their evolutionary, developmental and learning algorithms and mechanisms 
on a hardware platform that will assist their work, not hinder it. This should 
allow greater advance to be made in these areas of research. 
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EVOLVABLE ANALOG LSI 

a yield enhancement method with area and power 
dissipation reductions 
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Abstract: We propose a concept of evolvable analog LSIs and apply it to (1) Intermediate 
Frequency (IF) filters and (2) Image-Rejection Mixers (IRM). The developed 
LSI for IF filters have attained (1) a 63% reduction in filter area, (2) a 26% 
reduction in power dissipation, compared to existing commercial products using 
both the same process technology and filter topology, and (3) a yield rate of 
97%. The developed chip is caUbrated within a few seconds by the genetic 
algorithm (GA). The developed microwave circuit for IRM is also calibrated by 
GA to outperform a circuit adjusted by an experienced engineer. Our calibration 
method, which can be applied to a wide variety of analog circuits, leads to cost 
reductions £ind the efficient implementation of analog LSIs. 

Key words: analog LSI, yield, power dissipation, die area, process variation, IF filter, Gm-C 
filter, image-rejection mixer, microwave circuit. 

1. INTRODUCTION 
An inherent problem in implementing analog LSIs or ICs is that the values 

of manufactured analog circuit components often differ from the precise design 
specifications. Such discrepancies cause poor yield rates, especially for high-
end analog circuits. For example, in intermediate frequency (IF) filters, which 
are widely used in cellular phones, even a 1% discrepancy from the center 
frequency is unacceptable. It is therefore necessary to carefully examine the 
analog LSIs, and to discard any which do not meet the specifications. In this 
chapter, a GA-based caUbration method, which can correct these variations in 
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the analog circuits values, is introduced. Using this method provides us with 
three advantages: 
1. Enhanced yield rates. If an analog LSI is found not to satisfy specifications, 

then the GA is executed at the wafer-sort testing to alter the defective analog 
circuit components in line with specifications. Once calibrated, the circuit 
values are fixed by the laser trimming. 

2. Smaller circuits and less power consumption. The conventional approach to 
overcome discrepancies of the component values in analog LSIs has been 
to use large components. However, this requires larger spaces, and, in turn, 
means higher manufacturing costs and greater power consumption. In con­
trast, with our approach, the area size of the analog circuits can be made 
smaller, because chip performance can be calibrated after production with 
the GA software. 

3. Integration of peripheral circuits to LSIs. As process technology allows 
for smaller and smaller implementations, it is possible to integrate more 
peripheral analog circuits in addition to digital signal processing circuits 
within a single LSI. However, because it is extremely difficult to integrate 
analog circuits with high-end specifications due to process variations, these 
analog circuits are usually made as separate components such as ceramic 
filters. In contrast, with the proposed method it is possible to integrate these 
analog circuits on a single LSI, resulting in cost reduction and circuit area 
reduction. 
We have applied our method to an integrated Gm-C IF filter (Murakawa, 

et al., 1998), where performance can be calibrated by GAs to enhance yield 
rates. In the developed chip, there are 39 Gm components, which may differ 
from target values by as much as 10%. However, the GAs effectively ab­
sorb the variations in the Gm values through calibration circuits. Although it 
has been difficult to reduce the size of Gm-C IF filters with existing CMOS 
technology, while maintaining acceptable yield rates due to process-dependent 
variations in device parameters, with our method we have successfully achieved 
both a 63% reduction in filter area and a 97% yield rate. In calibration experi­
ments, we were able to successfully correct 29 out of 30 test chips to satisfy IF 
filter specifications, although all failed to meet these specifications prior to GA 
calibration. The 63% reduction in filter area has also led to a 26% reduction in 
power dissipation compared to existing commercial products. Existing com­
mercial products and the developed chips have the same filter topology, i.e. an 
18th order linear filter consisting of three cascaded 6th order cells, and are fab­
ricated with the same technology, i.e. 0.6j[Am 2-poly 2-metal CMOS process. 
However, because the products adopt a conventional master-slave-based tuning 
system, the analog components in the chips must be large to achieve acceptable 
yield rates (over 90%). 
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Also, we have applied our method to Image-Rejection Mixers (IRM) (Kasai, 
et al., 2000). IRM is a microwave circuit of which design and production are 
plagued by the serious problems posed by the behavior of distributed-constant 
circuits in the microwave range. Parasitic capacitances and inductances in 
these circuits, which are extremely difficult to predict at the design stage, cause 
variations in the performance levels of the circuits. However, the GAs automat­
ically calibrate the circuits to optimize the performance. Although experienced 
analog engineers can generally improve the rejection ratio to 55 dB for a circuit 
by manual adjustments, the developed circuit has achieved a rejection ratio of 
more than 69 dB. 

This chapter is organized as follows: in Section 2, calibration method using 
GAs is described. Section 3 introduces the developed LSI for IF filters, and 
describes the results of calibration experiments. In Section 4, we outline the 
architecture of our image-rejection mixer circuit, and detail an adjustment ex­
periment for the image-rejection mixer circuit, which compared the adjustment 
performances for the GA, a hill-climbing method and manual adjustment. The 
future work and applications are also discussed in Section 4 before the final 
summary Section 5. 

2. CALIBRATION METHOD USING GENETIC 
ALGORITHMS FOR ANALOG LSIS 

In analog LSIs, the characteristics of analog circuits such as resistors and ca­
pacitors vary widely due to process variation and environmental influence. As 
the process technique allows for finer implementations, these variations pose 
an even greater problem. This is especially problematic for conventional de­
sign methods, as it is impractical to incorporate sufficiently large performance 
margins. Therefore, to improve the yield rate, designers need to have a detailed 
understanding of circuit behavior and devise dedicated circuits to correct for 
the variations. However, theoretical design procedures for such correction have 
yet to be established. As a result, designers depend heavily on accumulated 
know-how. 

In order to compensate for these variations, some LSIs are manually ad­
justed after product, with a method called trimming (Gray and Meyer, 1984). 
In laser trimming, some resistors in the analog LSIs are partially burnt off us­
ing laser beams to adjust their values. However, such manual adjustment can­
not be applied to mass production if the number of adjustment points is large. 
Moreover, this kind of manual adjustment method requires the skills of analog 
experts, who are in scarce supply due to recent advances in digital circuits. 

To overcome these difficulties, we propose a calibration method using GAs 
for analog LSIs. We acknowledge that the values of analog components will 
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Figure 7-1. Calibration method using genetic algorithms 

deviate from specifications and instead of raising operational margins, we in­
clude a number of adjustable circuit parameters which are adjusted by genetic 
algorithms in order to calibrate the LSI to specifications. Two applications 
of our method have been developed on integrated Gm-C IF filters and a mi­
crowave circuit for IRM. 

Figure 7-1 illustrates the GA calibration method for the developed Gm-
C IF filter, consisting of 39 Gm amplifiers connected in a cascade fashion. 
Each Gm amplifier was designed so that its transconductance can be varied 
by altering a bias current fed to the Gm amplifier. Each bias current can be 
finely adjusted according to a binary bit string written to a register for the 
Gm amplifier. Collectively, the 39 binary bit strings that determine the 39 
bias currents are referred to as the architecture bits. The optimal architecture 
bits for a chip is the set of binary bit strings that will minimize the effects of 
process-dependent variations in the circuit parameters and provide the target 
filter response. 

However, because of the sheer size of the search space representing all pos­
sible permutations of the variables, it is impossible to manually determine the 
optimal architecture bits for each chip. For example, when the bias current 
control for each Gm amplifier consists of 6 bits, the search space will repre­
sent 2^'^^^ «a 10'*̂  permutations. GAs, which can be executed on either an LSI 
tester or PC, are extremely efficient at solving this kind of difficult optimization 
problem. 

For the calibration of analog LSIs, the key is in treating the architecture bits 
as GA chromosomes. The GA software seeks the optimal architecture bits for 
each chip after production. Figure 7-2 shows a flowchart of the GA calibration 
for the IF filter chip. Every chromosome is downloaded into the control regis-
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Calculate the fitness using the circuit output 

Selection 

Genetic Operations 

Figure 7-2. A flowchart of the GA calibration 

ter in the filter LSI. A fitness function is calculated by giving test inputs to the 
filter and observing the outputs. Transconductance values are varied to simul­
taneously optimize both gain (frequency response) and group delay. This kind 
of simultaneous multiobjective optimization, which is an important feature of 
GA, is difficult with other approaches. 

3. IF FILTER LSI FOR GA CALIBRATION 
This section explains the developed IF filters in detail, before description 

for results of calibration experiments. The ideal frequency response (ProaMs, 
1988) and typical specifications for an PDC IF filter are shown in Figures 7-3 
and 7-4. The center frequency is 455kHz with a bandwidth of 21kHz. The fre­
quency response should be attenuated to 30dB at 25kHz and to 60dB at 50kHz 
from the center. The most severe requirement is that the level of attenuation 
must be 3dB at the frequencies of 444.5 ±1.5 kHz and 465.5 ±1.5 kHz. This 
requirement cannot be satisfied if there is so much as a 1 % shift from the center 
frequency. However, by using the GA, it is possible to calibrate the chip to con­
form to the target specifications and thus enhance yield rates. This is achieved 
by adjusting for the shift in the center frequency due to process variations in 
order to meet this 3dB attenuation requirement. 
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Figure 7-6. System architecture for the developed IF filter 

3.1 Filter Architecture 
Although many filter structures could provide a 455kHz center frequency 

and 21kHz bandwidth, we have adopted an 18th order linear filter organization 
consisting of three cascaded structures (Adachi, et al., 1994). Each of the 
three filter blocks has an all pole 6th order Gm-C leapfrog structure shown in 
Figure 7-5. The architecture for the filter is depicted in Figure 7-6. As in most 
Gm-C filters, a master-slave approach is used to tune the Gm values, with 
the master circuit being the filter in a PLL. This IF filter has 39 parameters 
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Table 7-1. Ideal parameter values 

Parameter 

wi,...,wi% 

fil,-,fil8 

ai.«2.«3 

Value 

27r/o 

27r/o/22 

27r/o/ll (/o = = 455 X 10^) 

in total, of which 18 are related to the center frequency {w\,..., wi^), 18 for 
bandwidth ( g i , . . . , Qis), and 3 for filter gain (ai, a2,03). Table 7-1 shows 
the target values for these parameters. In the integrated filter circuit, these 
parameters correspond to the transconductance values of the Gm amplifiers. As 
the chip was designed to be smaller, the transconductance values can deviate 
by as much as to 10% from the target values. 

Although master-slave controllers can be used to correct for variations such 
as those due to temperature, where all the transconductance values deviate 
equally from the target values, they are not, however, capable of adjusting 
for variations in order to satisfy design specifications, where the variations 
in transconductance values due to the manufacturing process will be random. 
Moreover, these controllers are unable to correct for group delay, which is 
in conflict with gain optimization. To overcome these difficulties, the devel­
oped chip utilizes GAs to compensate for these variations. While GAs can 
execute parameter optimization even when the parameters are interdependent, 
optimization is faster when the parameters are independent. In order to speed 
up the calibration times for the IF filter, two different kinds of Gm amplifiers, 
shown in Figure 7-7, are used. The designs for Gm amplifiers for bandwidth 
(Figure 7-7(c)) and those for center frequency (Figure 7-7(d)) differ with the 
common-source pair circuits replaced with source-coupled pair circuits. If 
common-source pair circuits were also used in the Gm amplifiers for band­
width, it would not be possible to control bandwidth Gm values independently 
of the center frequency Gm values, because the input voltages for bandwidth 
Gm amplifiers would be common to those for the center frequency Gm ampli­
fiers. Such interdependence would lead to longer calibration times. 

3.2 GA Calibration for the Filter 
The GA chromosome for the IF filter is 39 x 6 bits, with each 6-bit string de­

termining the transconductance value of a Gm amplifier. The 6 bits correspond 
to the switches in a DAC (Figure 7-8). The first bit determines whether the 
other 5 bits correspond to either Swl-Sw5 or Sw6-SwlO in Figure 7-8. These 
switches subtly vary the bias current (bias in Figure 7-7) fed to a Gm amplifier. 
Current sources are provided for /;., 2Ir, Air, 8/r and \6Ir in Figure 7-8 (i.e. 
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small currents for calibration that are proportional to the 7^/ generated at the 
PLL circuit). The Ir is set to 0.00397^/. The chromosome 111011, for exam­
ple, would set Swl, Sw2, Sw4, and Sw5 to ON, so that the bias current is raised 
to be Iref + 167r + 87r + 27r + Ir, i.e. (1 + 27 x 0.0039)7^/ = 1.10537„/. 
Taking the chromosome 000111 as a further example, however, Sw8, Sw9, and 
SwlO would be ON with the bias current reduced to be Iref — 47r — 27r — Ir, 
i.e. (1 - 7 X 0.0039)7;^/ = 0.9121 Iref. 

The fitness function for the GA is defined as follows: 

fitness = Y^Wi\0{fi) - S{fi)\ + Wg\G„^ - G„ (7.1) 
(=1 
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Figure 7-8. DAC for the bias current controlled by GAs 

G ^ = Max Gi, Can = Min d, d = (0(/i+i) - ^ifi))/(fi+i - ft) 
1=1 1=1 

(7.2) 

This fitness function consists of a weighted sum of gain deviations and group 
delay differences measured around the center frequency. Here, 5(/i) is the 
ideal gain. 0 ( / i ) and 0(/ j ) are the gain and the phase obtained by the filter 
chip at frequency fi. Gmax and Gmin are the maximum and the minimum of the 
group delay in the passband. «;,• and Wg are the weighing coefficients for the 
gain and the group delay. 

While the group delay requirement for the filters is 20 microseconds, the 
design estimation for our filter using an 18th order filter is 24 microseconds. 
While this indicates that further calibration is required to meet this specifica­
tion, it should be noted that even though it is impossible with linear filter theory 
to obtain optimal solutions for both group delay and frequency response (due 
to their trade-off relation), GA calibration using the fitness function is capable 
of satisfying both of these specifications. 

3.3 Developed IF Filter Chip 
The chips were fabricated in a 0.6/xm 2-poly 2-metal CMOS process. The 

supply voltage is 5.0V and the die area is 3.0 x 3.2mm^. Figure 7-9 shows a 
microphotograph of the die. In terms of circuit design, there are a number of 
important consequences of utilizing of GAs within this IF filter chip. The first 
is the very compact implementation of the Gm amplifier which GA calibration 
makes possible. We can reduce current dissipation and the transconductance 
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Figure 7-9. Die microphotograph 

of the Gm amplifier because the transistor channel width can be shortened. 
The second related point is that because the center frequency is determined 
by the ratio of capacitance to Gm value, capacitance is small with smaller 
Gm amplifiers. The third important point is that because the GA calibration 
is accomplished using a number of Gm amplifiers, it is possible to achieve 
satisfactory levels of precision for the current sources with relatively simple 
bias current circuits. 

As a result of this new design method employing GA calibration, filter 
area was reduced by 63% compared to existing commercial products (from 
3.36mm^ to 1.26mm^), resulting in a 26% reduction in power dissipation (from 
3.4mA to 2.5mA, 38% reduction for the Gm amplifiers; 58/iA -^ 36fiA). 

Because an area of l.Slmm^ was initially devoted for the calibration circuits 
(due to excessive provision of 39 x 6-bit registers and 39 DACs for calibration) 
in the test chips referred to above, the total chip area was only reduced to 
91% (from 3.36mm^ to 3.07mm^). However, we have subsequently achieved 
a 100% yield rate with GA calibration experiments involving 18 parameters 
(3 bits each). As a result, a commercial chip has been designed with adjustment 
circuitry for 18x3-bit registers and 18 DACs within an area of 0.41mm^. Thus, 
even including the area required for calibration, the total chip area is reduced 
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Table 7-2. Comparison of the circuit area 

Existing Products 

Developed Chip 

Commercial Version 

Filter circuit area 

3.36mm2 

1.26mm2 

1.26mm2 

(a) CaUbration circuit 

— 

l.Slmm^ 

0.41mm2 

area (b) (a)+(b) 

3.36mm2 

3.07mm2 

1.67mm2 

to 49% compared to conventional filter designs. This result is summarized in 
Table 7-2. 

3.4 Calibration Experiments 
We used a population of 20 chromosomes, of which chromosome length 

was 234. The fitness in the GA was defined using the gain obtained by the chip 
at frequencies 444kHz, 446kHz, 453kHz, 455kHz, 464kHz, and 466kHz. The 
target response is obtained by root-Niquist conditions; the ideal responses at 
the 6 frequencies are -3.7dB, -1.4dB, OdB, OdB, -1.4dB, and -3.7dB (see 
Figure 7-4). 

We conducted calibration experiments for 30 real chips. On average, the GA 
was able to find an optimal architecture bit and terminate after 100 measure­
ment iterations within a few seconds on an LSI tester. Clearly GA calibration 
does not represent an obstacle to mass-production. Figure 7-10 shows the fre­
quency responses and group delays for the best architecture bits obtained for a 
chip. In the calibration experiments, 29 out of the 30 tests chips could be cal­
ibrated to satisfy specifications, although none of these chips conformed prior 
to calibration (i.e. 97% yield rate), and the remaining chip was successfully 
calibrated with additional iterations. This result is consistent with statistical 
simulations for GA calibration, in which 952 out of 1000 virtual chips were 
successfully calibrated. 

For comparison, we conducted calibration experiments with a conventional 
hill-cUmbing method instead of the GA. A run terminated after fitness was 
evaluated 100 times. The result of this was that only 17 chips (57%) could 
meet the specifications. These results suggest the effectiveness of the GA in 
avoiding the local minimums in the evaluation (fitness) function. 

4. IMAGE-REJECTION MIXER FOR GA 
CALIBRATION 

After a brief description of image-rejection mixers (Archer, et al., 1981; 
Minakawa and Tokumitsu, 1993; Baumberger, 1994; Rudell, et al., 1997), the 
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Figure 7-10. (a) Measured gain/delay response for the developed chip and (b) Magnification 
of (a) 

developed image-rejection mixer circuit and its experimental results are de­
scribed in this section. 

Broadcast signals received by an antenna are processed by image-rejection 
mixers, which select the frequency for a particular TV channel and convert 
it to an intermediate frequency. For example, with US communication satel­
lites, TV programs are broadcast at frequencies between 3.7 GHz to 4.2 GHz. 
Image-rejection mixers process incoming signals by selecting the desired sig­
nal frequency fsi for a TV channel with respect to a variable local oscillator 
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(LO) frequency //,, and converting the / j , to an intermediate frequency fip 
(see Figure 7-11). 

However, because the intermediate frequency fip is the difference between 
the desired signal frequency /„• and the local oscillator frequency fi, the con­
version will also include a mirror image frequency / „ , at an equal distance 
from the local oscillator frequency in the opposite direction. To provide a high 
quality intermediate frequency signal, the mixer has to suppress this image 
frequency as much as possible (that is, maintain a high image rejection ratio). 

However, such mixers are very difficult to design because of the nature of 
distributed-constant circuits in the microwave range. These circuits are also 
difficult to adjust for optimum performance, even for experienced engineers. 
These related problems make development costs of microwave circuits very 
high. In order to overcome these problems, we propose an evolvable mi­
crowave circuit where performance adjustment is carried out automatically by 
aGA. 

4.1 Image-rejection Mixer for GA Calibration 
Figure 7-12 shows the organization of the developed image-rejection mixer 

system. It consists of two mixers, a divider, a divider/phase-shifter, and a 
phase-shifter/combiner. If this circuit were set for a desired frequency fsi of 
2.441 GHz (assumed signal bandwidth 200 kHz), with a local oscillator fre­
quency fi of 2.440 GHz, then the task for the image-rejection mixer would be 
to convert the 2.441 GHz signal to an intermediate frequency (IF) of 1 MHz, 
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Figure 7-12. Block diagram of the developed image-rejection mixer 

while rejecting the image frequency signal fm of 2.439 GHz. In order to im­
prove the image-rejection ratio, the phase-shifter/combiner circuit would be 
calibrated by GA. 

Although the absolute performance levels of the developed image-rejection 
mixer are not in themselves particularly remarkable, and it is undoubtedly 
potential to improve on the design of the mixer which was developed using 
off-the-shelf discrete devices, the primary purpose of this development is to 
present experimental data to show that the performance of microwave circuits 
can, indeed, be calibrated autonomously by GA. 

The operation of the image-rejection mixer is as follows. The divider re­
ceives the microwave signals (RF signal (Radio Frequency) in Figu­
re 7-12), which it feeds to the two mixers in phase. The divider/phase-shifter 
distributes the local oscillator signal to the mixers with a phase shift of 90 de­
grees. Based on the RF signal and the LO signal, the two mixers produce two 
IF signals which are input into the phase-shifter/combiner, which then com­
poses an output signal with a phase shift of 90 degrees. If the values for the 
phase shift and the amplitude in these signal transformations match the design 
specification exactiy, then the image frequency is canceled completely. How­
ever, due to variations in the analog devices and parasitic capacitances and 
inductances, it is impossible to control these phase-shift and amplitude values 
completely, and as a result signal quality is degraded (Archer, et al., 1981; 
Rudell, et al., 1997). 

The proposed image-rejection mixer, therefore, employs a GA to execute 
adjustments to circuitry to control the parameters of the device and to match 
the phase and amplitude to the exact values of a target signal. Figure 7-13 
is a detailed circuit diagram of the image-rejection mixer. The divider and 
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Figure 7-13. Circuit diagram of the developed image-rejection mixer 

the divider/phase-shifter consist of microstrip lines (a Wilkinson coupler and 
a branched hybrid circuit, respectively). The two mixers (R&K and M121L) 
both produce intermediate frequency signals. The phase-shifter/combiner is 
composed of a number of discrete elements. 

4.2 GA Calibration for the Mixer 
A GA is executed to adjust the device parameters for the phase-shifter/combi­

ner circuit. Figure 7-14 is a schematic representation of the phase-shifter/combi­
ner. Two pairs of capacitors, resistors, and inductors shift the phase of the IF 
signals. By varying CI, C2, Rl, and R2, the optimum phase difference and 
amplitude ratio between two input signals can be determined when the values 
of LI and L2 are fixed. 

Figure 7-15 shows the circuit for the capacitors CI and C2 utilizing variable-
capacitance diodes. In order to change the capacitance, a binary bit string (i.e., 
a chromosome for the GA) is input to a digital-to-analog converter (DAC). 
This represents a control voltage that is used as a reverse bias in the variable-
capacitance diode. Similarly, the resistance values for the resistor circuits Rl 
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and R2 can be controlled by the GA (Figure 7-15). The output voltage of the 
DAC varies the resistance of the field effect transistor (FET). The lengths of 
the chromosomes for CI, C2, Rl and R2 are aU 12 bits. 

Adjustments to CI, C2, Rl, and R2 by the GA can compensate for undesir­
able phase shifts caused by errors in microstrip lengths and width variations, 
and, thus, image frequency signals can be eliminated. 

The GA operators utilized in this application include a uniform-crossover, 
with a crossover rate of 0.9, a bit-flip mutation, with a mutation rate of 0.05 per 
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Figure 7-16. Block diagram of the setup for calibrating the image-rejection mixer 

bit, and a tournament selection, with a tournament size of 2 and a population 
size of 30. The fitness function for the GA is the summation of the signal 
intensities at three frequencies, namely, at the center and two edges of the 
bandwidth for a given intermediate frequency. When this summation is greater, 
the image rejection ratio is higher. For the calibration experiments, which we 
discuss in the next subsection, this fitness function was the summation of the 
intensities of three frequencies (0.9 MHz, 1.0 MHz, and 1.1 MHz) based on 
the intermediate frequency of 1.0 MHz. 

4.3 Calibration Experiments 
As shown in Figure 7-16, the experimental setup consisted of the image-

rejection mixer circuit to be calibrated, a local oscillator (LO), a microwave 
signal generator (HP 33120A and a frequency multiplier), a spectrum analyzer 
(HP 859 IE with Keithley 2002), a DAC interface, and a PC. The local oscil­
lator and the microwave signal generator were connected to the mixer input. 
The microwave signal generator provided the test signal (ImW) with a speci­
fied frequency according to instructions from the computer. The output signal 
from the mixer was monitored by the spectrum analyzer, which measured the 
amplitude of the output signal and transferred the values to the computer. The 
computer calculated the image-rejection ratio and ran the GA to determine new 
parameters. The new evolved parameters were sent as a control voltage for the 
mixer circuit by the DAC. 

We conducted an adjustment experiment to compare three approaches on 
improving the performance level of an image-rejection mixer: GA, IHC or 
manual adjustments by an experienced engineer. The results, which are sum­
marized in Table 7-3, indicate that the performance after adjustment was better 
for the GA than for IHC and the manual adjustments. 
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Table 7-3. Comparison of calibration results 

Search Method 

GA 

IHC 

Human Engineer 

No Adjustment 

Table 7-4. Experimental 

Average 

Maximum 

Minimimi 

a2 

Image 

Band Center 

69.32 

41.85 

55 

23.40 

results for the IHC 

-Rejection Ratio (dB) 

Image-Rejection 

Band Center 

41.85 

60.05 

27.49 

71.33 

Ratio (dB) 

Band Edge 

38.61 

35.18 

35 

23.38 

Band Edge 

35.18 

39.79 

25.43 

12.96 

IHC repeatedly makes hill-climbing searches from different starting points 
selected randomly. We executed the IHC 21 times. Table 7-4 presents the re­
sults of the trials. The average image-rejection ratio was 41.85 dB at the center 
of the IF band and was 35.18 dB at the edge of the IF band. The adjustments 
by the human engineer were made on the same circuit. The engineer adjusted 
DAC values, while monitoring the spectrum analyzer display and substituting 
the test frequencies. 

Figure 7-17 shows the average image-rejection ratio curve for all 3 GA tri­
als as a function of the number of generations. The image-rejection ratio at 
the band center was 69 dB, which exceeds the best solution by the IHC search 
by 9 dB. At the edge of the IF band, the image-rejection ratio obtained by GA 
was about 3 dB higher than the ratio for the IHC search. These results, there­
fore, indicate that the GA outperformed both the IHC method and the manual 
adjustments by an experienced engineer in improving the rejection ratio of the 
image-rejection mixer. 

These results demonstrate that a GA is capable of successfully and au­
tonomously adjusting the performance of image-rejection mixers. A further 
evaluation criterion for image-rejection mixers is the width of the frequency 
band where a high image rejection ratio is maintained. For example, as Fig­
ure 7-18 shows, although the image-rejection ratio is at a maximum near the 
center of the IF band, it decreases as the frequency approaches the edge of the 
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IF band. However, this point was not considered in the present design, being 
beyond the objective of this experiment which has been to present evidence that 
GA can adjust the performance of microwave circuits. This is something that 
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we shall deal with in designing our next image-rejection mixer, by increasing 
the signal bandwidth used in the image-rejection ratios. 

4.4 Discussion 
This section discusses future problems of the analog EHW. Other applica­

tions of our proposed method are also discussed. 
The production cost of analog LSIs consists mainly of (1) the wafer cost, (2) 

the package cost, and (3) the testing cost. Because the wafer cost (1) is propor­
tional to the mask area, the proposed method can reduce the cost (1) greatly. 
However, as the proposed method does involve additional calibration time, the 
overall costs at the testing stage are higher. It is crucial, therefore, to reduce the 
calibration time for the commercial use of the proposed method. We have al­
ready further finely tuned GA parameters (e.g. population size, crossover rate, 
mutation rate) and weight values of the fitness function. However, because 
optimal GA parameters are dependent on an application, systematic procedure 
for such tuning should be developed for a wide use of our method. 

The basic idea behind the GA calibration is to regard the architecture bits 
of the reconfigurable analog circuits as chromosomes for GAs and to identify 
optimal configurations by running GAs. This approach can be applied to a 
wide variety of analog circuits and is not limited to the IF filter LSI and the 
IRM. 

In the above applications, the chips are reconfigured only once or only at 
relatively longer intervals. Reconfiguration in these cases is usually conducted 
off-line by the chip manufacturers or by the chip user. However, online GA 
calibration could also be useful. This calibration can reconfigure chips online 
at regular intervals by observing the outputs from the chip. This online cal­
ibrated chip could be used in environments that vary over time (e.g., due to 
temperature or power supply). In such cases, GA hardware (Kajitani, et al., 
1998) should be incorporated into the chips, especially for analog LSIs in em­
bedded systems. The GA hardware can handle self-reconfiguration without 
host-machine control. 

5. CONCLUSIONS 
We have proposed the evolvable analog LSI and applied it to IF filters and 

image-rejection mixers which can correct discrepancies in analog LSI imple­
mentations. Even if some analog circuit elements have different values from 
the design specifications which prevent the analog LSI from performing at re­
quired levels, the LSI can change the values of variant analog circuit elements 
by GAs. 
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The developed IF filter LSI includes current-adjustment circuits that em­
ploy the GA to correct for deviations from the target frequency response due 
to variations in the values of analog devices. Using our method, 97% of the 
chips tested are successfully calibrated to conform to the specifications, al­
though none of them satisfied them prior to calibration. Moreover, the filter 
area is reduced by 63%, resulting in a 27% reduction in power dissipation. 
The commercial version of the developed chip has been mass-produced. 

The calibration experiments for the developed IRM circuit demonstrates that 
the circuit automatically adjusted is capable of outperforming a circuit adjusted 
by an experienced engineer. Following this successful initial evaluation of the 
approach, we plan to develop the image-rejection mixer further, by reducing 
its size and by employing a wider signal band for the image-rejection ratio. 

Our method has great potential, particularly for SoC (system-on-a-chip) im­
plementations, where one major obstacle has been the poor yield rates associ­
ated with analog circuit integration. 
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RECONFIGURABLE ELECTRONICS FOR 
EXTREME ENVIRONMENTS 
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Abstract: This chapter argues m favor of adaptive reconfiguration as a technique to ex­
pand the operational envelope of analog electronics for extreme environments 
(EE). In addition to hardening-by-process and hardening-by-design, "harden-
ing-by-reconfiguration", when applicable, could be used to mitigate drifts and 
functional deviations coming from degradation or complete damage on elec­
tronic devices (integrated circuits) in EE, by using reconfigurable devices and 
an adaptive self-reconfiguration of their circuit topology. Conventional circuit 
design exploits device characteristics within a certain temperature/radiation 
range; when that is exceeded, the circuit function deviates from its set-point. 
On a reconfigurable device, although component parameters change in EE, a 
new circuit design suitable for new parameter values may be mapped into the 
reconfigurable structure to recover the initial circuit fiinction. Partly degraded 
resources can still be used, while completely damaged resources may be by­
passed. Designs suitable for various environmental conditions can be deter­
mined prior to reachmg destmation or can be determined in situ, by using 
adaptive reconfiguration algorithms running on built-in digital controllers. 
Laboratory demonstrations of this hardening-by-reconfiguration technique 
were performed by JPL in several independent experiments in which bulk 
CMOS reconfigurable devices were exposed to, and functionally altered by, 
low temperatures (~ -196°C), high temperatures (~280°C) or radiation 
(300kRad TID), and then recovered by adaptive reconfiguration using evolu­
tionary search algorithms. 

Keywords: evolvable hardware, extreme environments, hardening-by-reconfiguration, 
adaptive reconfiguration. 
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1. INTRODUCTION 

Future NASA missions to the Moon, Mars and beyond (Terry, et al., 
2004) will face EE, including environments with large temperature swings, 
such as between 180°C and 120°C at the initial landing sites on the Moon, 
low temperatures of -220°C to -230°C during the polar/crater Moon mis­
sions, -180°C for Titan in situ mission, -145°C and high radiation levels for 
Jupiter's moons, 5MRad Total Ionizing Dose (TID) for Europa Surface and 
Subsurface mission, high temperature of 460°C for Venus Surface Explora­
tion and Sample Return mission, etc. EE induce degradation and damage to 
electronic devices manifested in drifts and deviations of their electronic 
characteristics. 

The current approach for space electronics designs is to use commer­
cial/military range electronics protected through passive (insulation) or ac­
tive thermal control, and high weight shielding for radiation reduction. This 
adds to sizable weight and volume, compounded by power loss and addi­
tional cost for the mission. More importantly, as missions will target opera­
tions with smaller instruments/rovers and operations in areas without solar 
exposure, these approaches become infeasible. In many cases the electronics 
must be collocated with the sensor or actuator in the extreme environment, 
without the option of being insulated or shielded properly. Therefore, devel­
oping EE-electronics would have several advantages including lower costs, 
less power, and offering in some cases, the only reasonable solution. 

Conventional approaches to EE-electronics include hardening-by-process 
(HBP) (Chen, et al., 1991), i.e. fabricating devices using materials and de­
vice designs with higher tolerance to EE, (e.g. using special materials like 
silicon carbide for high temperatures, or silicon-on insulator for radiation). 
Another promising approach is hardening-by-design (HBD) (Anelli, 2000), 
i.e. use of special design/compensation schemes. For example, circuit tech­
niques such as auto-zero correction are used to alleviate the problem of the 
(temperature dependent) offset voltages in Operational Transconduc-
tance Amplifiers (OTA) operated at low temperatures (Terry, et al., 2004). 
Both of these hardening approaches are limited, in particular for analog elec­
tronics, by the fact that current designs are fixed and, as components are af­
fected by EE, these drifts alter fimctionality. 

A recent approach pioneered by JPL is to mitigate drifts, degradation, or 
damage on electronic devices in EE by using reconfigurable devices and an 
adaptive self-reconfiguration of circuit topology. This new approach is re­
ferred to here as hardening-by-reconfiguration (HBR). In HBR, although 
device parameters change in EE, a new circuit design, suitable for new pa­
rameter values, is mapped into the reconfigurable system to recover the ini­
tial circuit functionality. Partly degraded resources are still used in the cir-
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cuit, while completely damaged resources are bj^assed. The new designs, 
suitable for various environmental conditions, can be determined prior to 
operation or determined in situ by reconfiguration algorithms running on a 
built-in digital controller. 

HBR can also be seen as a related technique to HBD - with the character­
istic that it uses an in situ (re)design. HBR would benefit from HBD for the 
resources available on the reconflgurable chips. It would also work well in 
conjunction with HBP, contributing, as an extra layer of protection, to the 
expansion of the limits of operation in EE; HBP would provide inherent sur­
vivability to keep devices operational at higher EE limits, while HBR would 
provide the adaptation to changes in device characteristics needed for precise 
functions, especially needed for analog circuits. A somehow degenerated 
form of HBR would be the on-chip use of several flxed circuits, each opti­
mally designed for a temperature range which can be multiplexed/switched 
in/out depending on the temperature at that moment (this is different than 
mapping optimal designs on a reconflgurable array). A simple form of HBR 
would use a reconflgurable circuit, but circuit conflguration for various ex­
treme conditions would be predetermined and memorized for access when 
needed, as opposed to being determined in situ, which is the harder but po­
tentially more powerfiil aspect of this technique. 

This chapter overviews the HBR technique and shows the results of ex­
periments of recovery under radiation and at low and high temperatures. The 
chapter is structured as follows: Section 2 reviews the Evolvable Hardware 
(EHW) approach. Section 3 describes the experiments. Section 4 outlines 
conclusion and fiiture work. 

2. EVOLVABLE HARDWARE 

Automated reconfiguration of reconfigurable devices has been developed 
in the field of EHW. EHW is a set of techniques that address hardware that 
reconfigures under the control of evolutionary algorithms (the name is also 
used to refer to the hardware that evolves). Thus, EHW has two components: 
the Reconfigurable Hardware (RH) and the Reconfiguration Mechanisms 
(RM) that control reconfiguration. Not only evolutionary algorithms (EA), 
but other search algorithms can be used to find those circuit solutions for EE; 
nevertheless, EA are particularly efficient search techniques for the large 
search spaces to explore when programming reconfigurable chips. 

An example of RH is the Field Programmable Transistor Array (FPTA) 
family of chips developed at JPL and used in the experiments presented later 
in the chapter. The FPTA is a reconfigurable architecture with programma­
ble granularity, the lowest being at the transistor level. It can map analog. 
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digital and mixed signal circuits. The FPTA architecture is cellular; for ex­
ample, in one of the chips in the family, the FPTA-2, it consists of an 8 x 8 
array of reconfigurable cells. Each cell has a transistor array as well as a set 
of programmable resources, including programmable resistors and static ca­
pacitors. Figure 8-1 provides a diagram of the chip architecture together with 
a more detailed schematic of the reconfigurable transistor array cell. The 
reconfigurable circuitry consists of 14 transistors connected through 44 
switches. The reconfigurable circuitry is able to implement different building 
blocks for analog processing, such as two and three stages OpAmps, Gaus­
sian computational circuits, etc. It includes three capacitors of lOOfF, lOOfF 
and 5pF respectively. Control signals come on the 9-bit address bus and 
16-bit data bus, and access each individual cell providing the addressing 
mechanism for downloading the bit-string configuration of each cell. A total 
of-5000 bits is used to program the whole chip. The pattern of interconnec­
tion between cells is similar to the one used in commercial FPGAs; each cell 
interconnects with its north, south, east and west neighbors. More details of 
FPTA-2 are presented in Stoica, et al. (2001). 

Reconfigurable circuit block 
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Figure 8-1. FPTA-2 architecture (left) and schematic of cell transistor array (right). The cell 
contains additional capacitors and programmable resistors (not shown) 

For example, the RM determines the appropriate configuration by a 
search procedure. Thus, in evolutionary circuit synthesis/design and EHW, 
an evolutionary/genetic search/optimization algorithm searches the space of 
all possible circuits and determines solution circuits with desired fimctional 
response (here the word synthesis is used in the most general sense). The EA 
is tightly coupled with a coded representation of the candidate circuits. Each 
circuit gets associated a "genetic code" or chromosome; the simplest repre­
sentation of a chromosome is a binary string, a succession of Os and Is that 
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encode a circuit. Sjnithesis is the search in the chromosome space for the 
solution corresponding to a circuit with a desired functional response. The 
EA follows a "generate and test" strategy: a population of candidate solu­
tions is maintained each time; the corresponding circuits are then evaluated 
and the best candidates are selected and reproduced in a subsequent genera­
tion, until a performance goal is reached. In this work, since very accurate 
device models for EE are not available, circuit evaluation is done directly in 
reconflgurable hardware. The steps of an EA are sketched in Figure 8-2. 
More details on evolutionary circuit design can be found in Stoica, 
et al. (2000). 
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Figure 8-2. Block diagram of a simple population-based search such as EA 

To create a complete EHW system, a Stand-Alone Board-Level Evolv-
able System (SABLES) was built by integrating the FPTA and a DSP im­
plementing the evolutionary recovery algorithm (Stoica, et al., 2002). The 
system is connected to the PC only for the purpose of receiving specifica­
tions and communicating back the result of evolution for analysis. The sys­
tem fits in a box 20cm x 20cm x 8cm. Communication between DSP and 
FPTA is fast, with a 32-bit bus operating at 7.5MHz. The FPTA can be at­
tached to a Zif socket attached to a metal electronics board to perform ex­
treme temperature and radiation experiments The evaluation time depends 
on the tests performed on the circuit. Many of the tests attempted here re­
quire less than two milliseconds per individual, and runs of populations of 
100 individuals for 200 generations require less than a minute. Figure 8-3 
shows the schematic of the SABLE system. 
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Figure 8-3. Schematic of the SABLE system. JPL implementation used two chips; the recon-
figurable analog circuits being part of a FPTA chip, the other functional blocks being run in a 
Digital Signal Processor (DSP). An analog-to-digital converter (ADC) and a digital-to-analog 
converter (DAC) are used to interface the FPTA and DSP. Only the FPTA was exposed to EE 

3. EXPERIMENTS IN FUNCTIONAL RECOVERY 
BY EVOLUTION 

3.1 Generalities 

Multiple experiments on recovery of various functional circuits were per­
formed. Initially, a human designed circuit was mapped into the FPTA or a 
circuit was evolved at room temperature, for the function of interest. The 
chips were then exposed to EE and degradation was observed. At that point 
evolutionary recovery was started and a new circuit with the same intended 
function was obtained, sometimes imperfect but still providing good ap­
proximation for the problem at hand. In some cases the function cannot be 
recovered within the imposed precision; this may be either a limit of the 
hardware (no solution exists) or of the algorithm that was not able to reach a 
solution in the given time (suboptimal algorithm or insufficient time). All the 
experiments illustrated below present the recovery of functionality of a 
half-wave rectifier when excited with sine wave input. FPTA resources were 
limited to the use of only two cells. Other circuits that were recovered by 
evolution include logical gates, filters, amplifiers, and various analog com­
putational circuits. 

The fitness function given below does a simple sum of error between the 
target function and the output fi-om the FPTA. The input was a 2 kHz excita­
tion sine wave of 2V amplitude, while the target waveform was the rectified 
sine wave. The fitness function rewarded those individuals exhibiting behav­
ior closer to target (by using a sum of differences between the response of a 
circuit and the target) and penalized those farther firom it. The fitness func­
tion was: 

j^^^i\R{0-SiO\ foT(t,<n/2) 
t^\\Rits)-Vm^/2\ otherwise, 
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where i?(4) is the circuit output, 5(4) is the circuit stimulus, n is the number 
of sampled outputs, and Fmax is 2V (the supply voltage). The output must 
follow the input during half-cycle, staying constant at a level of half-way 
between the rails (IV) in the other half. 

After the evaluation of 100 individuals, these were sorted according to 
fitness and a 9% (elite percentage) portion was set aside, while the remaining 
individuals underwent crossover (70% rate) either among themselves or with 
an individual from the elite, and then mutation (4% rate). The entire popula­
tion was then reevaluated. An oscilloscope snapshot during executions over 
a generation and a detail fragment are shown in Figure 8-4. 
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Figure 8-4. Stimulus-response wavefonns during the evaluation of a population in one gen­
eration (left) and zoom-in for 2 individuals in the population (right). A fiiU EA cycle includes 
stimulus/response sequence (113ms) and the generation of the next generation (6ms) 

3.2 Recovery of Half-wave Rectifier Irradiated to 
300krad TID 

A number of papers in the literature have examined the effect of radiation 
on CMOS devices (e.g. Johnston and Guertin, 2000). These could be classi­
fied into those papers that studied the effect of radiation on various cells and 
macroblocks fabricated in silicon (Ragaie and Kayed, 2002) or that consid­
ered the design of radiation-hardened components and cell libraries (Hatano, 
1992). Works on studying the impact of radiation have considered custom 
implementation and conventional digital FPGA platforms such as Xilinx 
(Guertin, et al., 1999). These works have focused on studying both total dose 
radiation effects, where the effect is permanent, and Single Event Upsets 
(SEU)s, where individual bits in memory elements flip when exposed to a 
certain quantity of radiation. 

However, most of these papers focused on technologies which are above 
0.5 micron and hence the effects could not be generalized to devices imple-
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merited in the latest Deep Submicron (DSM) technologies, where leakage 
currents dominate. In addition, no research has been carried out on the de­
velopment of custom reconfigurable architectures implemented at transistor 
level, hence enabling the implementation of both analog and digital circuits. 

Our research presents a framework for the development of radiation tol­
erant mixed analog and digital circuits on a DSM reconfigurable CMOS de­
vice. Experiments are carried out in which the device is subjected to various 
radiation dosages, using a Cobalt 60 source, and the performance of the de­
vice is tested by mapping a number of ftmctional circuits. When the device 
fails any of the tests, an EA is used to recover the functionality of the device 
where possible. 

We conducted the radiation experiments over the course of 60 hours 
(Figure 8-5). The radiation experiment conducted followed the radiation and 
test methodology first described in Stoica, et al. (2004a), with the difference 
being a larger focus on the quantitative aspects of the change in individual 
NMOS and PMOS transistors and how this affects behavior at the circuit 
level. Test transistors were provided in the layout for behavior characteriza­
tion under radiation. These test transistors are created on the same process as 
the rest of the transistors in the FPTA-2 cells and are thus assumed to behave 
similarly. If the radiation beam is homogenous across the transistor, we can 
further assume that the radiation affects the transistors in the cells in a simi­
lar way to the test transistors. Since radiation is a cumulative effect, we were 
particularly interested in the Total Ionizing Dose (TID) effect of radiation on 
the transistor and circuit levels. 

350 V 

0.00 10.00 20.00 30.00 40.00 50.00 60.00 

Time (hrs) 

Figure 8-5. Cumulative radiation graph 
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The radiation setup used in the experiments presented here used Cobah 
60 sourced gamma rays instead of the electron beam used previously (Stoica, 
et al., 2004a). Logistically, the test involved placing a FPTA chip and its as­
sociated host board 28.5 cm away from a shielded Cobalt 60 source. The 
host board was included to provide easy biasing. When exposed at that dis­
tance, the Cobalt 60 source subjects the chip to 50 rad/sec of gamma ray ra­
diation. FPTA chips were radiated under both biased (power on) and unbi­
ased (power off) conditions. The biasing scheme promotes ionization by in­
troducing a potential difference across the inputs and outputs, thus facilitat­
ing the trapping of charge. The biasing scheme is shown in Figure 8-6, with 
inputs at Vdd and outputs grounded. 

t -
Inputs (x 96) FPTA-2 

Outputs (x 48) 

Figure 8-6. Biasing scheme of the FPTA 

After irradiation, we measured the 1-V, drain current versus gate voltage 
(Id vs. Vg) and threshold voltage (Vth) characteristics using an Agilent 
4155B semiconductor parameterization device. Vth characterization was 
done according to the application note in Agilent Application Notes. Id vs. 
Vg characteristics were measured with the setup indicated in Figure 8-7. 

Vds = Vgs = Vdd 
A NMOS 

^ 

Vds = Vgs = GND 

GND 

A Vdd 

Ml 
Ids 

Figure 8-7. MOS transistors setup for Id x Vg characterization 

Figure 8-8 displays the change in the threshold voltage for two MOS 
transistors: N2 (W/L = 0.54u/0.27u) and N3 (W/L = 0.72u/0.36u). Figure 8-9 
shows the the I-V curve (drain current x gate voltage) for different radiation 
levels. PMOS transistor behavior has also been characterized in the same 
way. 
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Figure 8-9. NMOS gate voltage vs. drain current on a logarithmic scale 

The overall results from these experiments closely conformed to what 
was expected based on the results of our previous experiments with EAs. A 
clear link between the shifts in the NMOS threshold voltage (Vth) and Id vs. 
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Vg, as well as qualitative distortion in the behavior of the downloaded circuit 
functions can easily be seen in the biased chip. 

As opposed to our previous experiments reported in Stoica, et al. (2004a), 
in which case degradation started below SOkRad, no change in the behavior 
of the circuit for TID levels up to 200Krad was observed. This was consis­
tent with the monitored values of NMOS threshold voltage value, for which 
noticeable changes started at 200Krad. Figure 8-10a shows the original re­
sponse without radiation. Figure 8-10b shows the slightly degraded half-
wave rectifier response at 200Krad. Figure 8-1 la depicts the degraded re­
sponse at 300Krad, and Figure 8-1 lb the response of the recovered circuit 
obtained through evolution. The circuit recovery was performed in about a 
5 minute execution of EA, sampling 200 individuals per generation, over 
100 generations. More details are presented in Stoica, et al. (2005). 
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Figure 8-10. a) Response of the half-wave rectifier circuit before radiation was applied to the 
chip (left) b) Half-wave rectifier response at 200Krad (right) 
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Figure 8-11. a) and b) Response of the rectifier circuit after being radiated to 300kRads re­
sulting in deterioration (a) through loss of rectification, followed by recovery through evolu­
tion (b) 
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Recovery of Half-wave Rectifier at Low 
Temperature of-196.6"C 

The low temperature testbed used liquid nitrogen, establishing a tempera­
ture of -196.6°C. In order to study the effect of low temperatures on the 
FPTA device only, the chip was placed on a separate board that was im­
mersed into liquid nitrogen. This setup did not allow a control for intermedi­
ate temperatures between room ambient and liquid nitrogen. A standard ce­
ramic package was used for the chip. A half-wave rectifier was evolved at 
-196.6°C, the oscilloscope caption being shown in Figure 8-12 (left). This 
was not a robust solution (and it was not even expected to be, since the EA 
was not asked, through the fitness fimction, to respond to an entire tempera­
ture range) and when taken out to room temperature the response deterio­
rated, as shown in Figure 8-12 (right). 

"^^1,1 I IMMII L.,j..l 

i^r _ _ 

Figure 8-12. Half-wave rectifier recovered at -196C (left); solution is not robust and degrades 
when returned to room temperature (right) 

3.4 Recovery of Half-wave Rectifier at High 
Temperature of 280"C 

A high temperature testbed was built to achieve temperatures exceeding 
350°C on the die of the FPTA-2 while staying below 280°C on the package. 
The testbed included an Air Torch system firing hot compressed air through 
a small hole of a high temperature resistance ceramic protecting the chip. 
Details of the setup are given in Stoica, et al. (2004b). Figures 8-13a and 
8-13b depict the response of the evolved circuit at room temperature and the 
degraded response at high temperature. Figure 8-14 shows the response of 
the circuit obtained by running evolution at 280°C, where the fimctionality is 
recovered. 
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Figure 8-13. Input and output wavefonns of the half-wave rectifier, a) response of the circuit 
evolved at 27°C. b) degraded response of the same circuit when the temperature is increased 
to 280°C 
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Figure 8-14. Recovered response from evolved circuit 

A limiting factor to efficiency of HBR is the T-gate switch used for re­
configuration. We performed a detailed analysis of the behavior of T-gate 
switches of the FPTA-2 at high temperature. The switch is a key element 
since it modifies the topology of the circuit as a fimction of the signal ap­
plied to its gate and controlled by the chromosome. We have observed that 
the response of the device was independent of the chromosomes downloaded 
when the FPTA-2 was operated above 280°C. 

Figure 8-15 illustrates the resistance of seven T-gates placed in series on 
the FPTA-2. At 125°C, the resistance of the T-gate in Off state is more than 
IGohm, while in On state it has a resistance of 31 kOhm. In comparison, 
when the FPTA-2 is warmed up to 300°C, the resistance of the T-gate is 
60kOhm for both On and Off state. The leakage currents between the Nwell, 
Pwell, Vdd and Ground makes the T-gate switch behave at high temperature 
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(over 280°C) as a low resistance independent of the signal applied to the 
T-gate. These current leakages increase as the technology feature size de­
creases. A previous device in the family, the FPTA-0, used a higher feature 
size (0.5n) compared to the lower feature (0.18 |i) on the FPTA-2. As a con­
sequence, we were able to recover functionality of circuits at higher tem­
peratures (320°C) using FPTA-0. The current leakage of the T-gate is the 
limiting factor for the HBR, but it can be compensated by using HBD and 
HBP. 
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Figure 8-15. Current leakage and behavior of T-gate at 125''C and SOCC in ON and OFF 

state 

4. CONCLUSIONS AND FUTURE WORK 

This chapter presented the evolution-driven HBR approach and demon­
strated it with laboratory experiments. The capability of adaptive self-
configuration was demonstrated for radiation, low and high temperatures. 

This demonstration proves the concept, yet has the following limitations: 
1) the tests were of short duration, 2) the work did not implement tempera­
ture cycling, 3) the work did not use combined temperature/radiation testing, 
4) the reconfiguration mechanism was running on a separate DSP that was 
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not affected by temperature/radiation, and 5) the results were not demon­
strated on complex analog circuits performing in an application. 

Overcoming these limitations is the objective of our current ongoing 
work aiming to demonstrate a self-reconfigurable single chip under tempera­
tures cycles replicating those on the Moon, for over 1000 hours duration, and 
in combined extreme radiation/temperature tests, performing a sensor proc­
essing function. More specifically, the overall objective is to develop and 
demonstrate reconflgurable analog electronics performing characteristic ana­
log functions (filtering, amplification, etc.) for extended operations in EE 
with temperatures cycling in the range of-180°C and 120°C, and cumulative 
radiation of at least 300kRad total ionizing dose (TID). The temperature 
range of-180°C and 120°C covers the temperature range for both Moon and 
Mars envirormients and 300KRad TID reflects accumulative dose during 
very long Mars missions (lOOKRad for near-term missions), or missions be­
yond the Moon and Mars, such as to Jupiter's moons. This would validate 
the technology for Moon and Mars temperature and radiation environments 
and the even harsher radiation environments for missions beyond. 
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Abstract: This chapter describes circuit evolutionary experiments at extreme low tem­
peratures, including the test of all system components at this extreme envi­
ronment (EE). Standard circuit designs have their target behavior limited to 
particular ranges of temperature, which usually does not achieve the extreme 
temperatures encountered in some planets of our solar system. One approach 
to this problem is the use of reconfigurable devices programmed by adap­
tive/evolutionary algorithms. Through reconfiguration, the new characteristics 
of the devices at EE may be fiilly explored and correct functionality can be re­
covered. This chapter demonstrates this technique for circuit characterization, 
evolution and recovery at liquid nitrogen temperatures (-196.6°C). In addition, 
preliminary tests are performed to assess the survivability limitations of the 
evolutionary processor at low temperatures. 

Keywords: evolvable hardware, extreme environment (EE), extreme low temperatures, 
stand-alone board level evolvable system (SABLES). 

1. INTRODUCTION 

Planetary exploration and long-term satellite missions require radiation 
and extreme-temperature hardened electronics to survive the harsh environ­
ments beyond Earth's atmosphere. Failure to take precautions could lead to 
disastrous consequences, potentially jeopardizing the vehicle, the mission 
and future funding. Thus, for long-term missions it is essential that all elec-
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tronics can somehow deal with faults. The traditional approaches to preserve 
electronics incorporate shielding, insulation and a good deal of redundancy, 
at the expense of power and weight. Newer technologies are taking advan­
tage of materials-based solutions and different circuit topologies; however, it 
is quite unlikely that it will operate fully at normal temperatures as well as 
the extreme temperatures, as mentioned above. 

A novel approach to this challenge is the concept of Evolvable Hard­
ware (EHW). EHW is based on search/adaptive algorithms that focus on a 
population of potential solutions. After a number of iterations and through 
the application of operators like selection, crossover and mutation, a circuit 
solution is potentially found that meets the problem requirements (Stoica, 
et al., 2002). 

The in situ evolvable hardware system consists of two important subsys­
tems: reconfigurable hardware (RH) comprised of functional blocks and re-
configurable fabric, and an evolutionary processor (EP) running the evolu­
tionary algorithm (the evolutionary processor). Since the EP is generating 
the stimulus and evaluating the results, its behavior must be characterized in 
the entire range of operation of the EHW system. Ideally, the system would 
not change in performance across temperatures. Temperature coefficients of 
components cause behavioral changes in the system. Commercial vendors of 
both ICs and systems tj^ically minimize these effects by integrated compen­
sation (e.g. balancing positive temperature coefficient and negative tempera­
ture coefficient parts to eliminate temperature dependence). While these 
techniques improve the performance of the hardware in the designed opera­
tion ranges (i.e., 0° to 70°C for commercial grade, —40° to +85°C for indus­
trial grade, and -55° to +125°C for military grade), outside of these ranges 
this compensation may actually worsen the situation by adding another order 
to the temperature effects. 

The focus of this chapter is on the application of EHW for low tempera­
tures. Other studies have been performed for high temperatures and radiation 
environments (Stoica, et al., 2004). The applications described here encom­
pass the separate testing of the whole Evolvable Hardware system (Evolu­
tionary Processor + Data Converters + Reconfigurable chip) at low tempera­
tures, following the assumption that the entire system will be exposed to the 
space EE. In the experiments, we demonstrate the evolution and recovery of 
circuits at liquid nitrogen temperatures (-196.6''C) and verily the operational 
limitation of the evolutionary processor at low temperatures. This adds to 
our previous experiments where only the re-configurable chip was exposed 
to EE (Stoica, et al., 2004). 

The Stand-Alone Board-Level Evolvable (SABLE) system (Stoica, 
et al., 2002) designed by JPL is used in the experiments described in this 
chapter. This system is constituted by a DSP working as an evolutionary 
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processor and a reconfigurable mixed signal chip, the Field Programmable 
Transistor Array (FPTA). Section 2 of this chapter overviews the SABLE 
system. Section 3 describes the experiments and Section 4 concludes the 
work. 

2. OVERVIEW OF SABLES 

SABLES integrates an FPTA device and a DSP implementing the Evolu­
tionary Platform (EP). Analog-to-Digital converters (ADCs) and Digital-to-
Analog Converters (DACs) provide an interface between the FPTA and the 
DSP for analog I/O. The system is stand-alone and is cormected to the PC 
only for the purpose of receiving specifications and communicating back the 
results of evolution for analysis. The reader can refer to Stoica, et al. (2002) 
for a more detailed description of evolvable systems. 

The last version of the family of FPTA chips, the FPTA-2, has transistor 
level reconfigurability, consisting of an 8 x 8 array of reconfigurable cells. 
Each cell has a transistor array as well as a set of other programmable re­
sources, including programmable resistors and static capacitors. Figure 9-1 
provides a detailed view of the reconfigurable transistor array cell. The re­
configurable circuitry consists of 14 transistors connected through 44 
switches and is able to implement different building blocks for analog proc­
essing, such as two- and three-stage OpAmps and Gaussian computational 
circuits. Details of the FPTA-2 can be found elsewhere (Stoica, et al., 2002). 

The evolutionary algorithm is implemented in a DSP that directly con­
trols the FPTA-2, together forming a board-level evolvable system with fast 
internal communication ensured by a 32-bit bus operating at 7.5MHz. De­
tails of the EP were presented in (Ferguson, et al., 2002). Over four orders of 
magnitude speed up of evolution was obtained on the FPTA-2 chip com­
pared to SPICE simulations on a Pentium processor (this performance figure 
was obtained for a circuit with approximately 100 transistors; the speed up 
advantage increases with the size of the circuit). 

3. LOW TEMPERATURE EXPERIMENTS 

This chapter focuses on analog/digital and mixed-signal electronics at 
low temperatures. The literature (Hairapetian, et al., 1989) reports studies on 
the change in characteristics of CMOS devices at low temperatures. The ex­
periments cover separate tests of the whole evolvable hardware system: the 
evolutionary processor (the DSP in the SABLE system), data converters; and 
the FPTA tested at extreme low temperatures. 
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Figure 9-1. Schematic of the FPTA-2 cell 

3.1 DSP Tests at Low Temperatures 

Previous experiments focused exclusively on the tests of the FPTA chips 
at EEs. However, no tests have been reported so far on the behavior of the 
evolutionary processors at EEs. This particular experiment focuses on low 
temperature characterization of the DSP working as the EP. 

A 320C6701 DSP was tested in a board fabricated by Iimovative Integra­
tion (SBC62). The board communicates with a PC through a JTAG coimec-
tion. During the test only the DSP board was placed on the low temperature 
chamber; the PC and the JTAG were outside. The FPTA chip was not used 
in this arrangement. 

The DSP was tested by running a simple GA (Genetic Algorithm) whose 
target was a simple optimization problem (the maximization of the number 
of ' I ' s in the chromosomes). This problem is solved in less than 1 minute, 
after 464 generations. The GA results are deterministic, i.e., the same for 
each run. 

The temperature of the chamber/test article has been driven to 0°C with a 
scan rate of 5°C/min from room temperature. The dwell time at 0°C tempera­
ture was for 8 minutes and electrical measurements were made during this 
time. Later, the temperature of the chamber has been driven to -30°C, -60°C, 
-90°C, -120°C at a scan rate of 5°C/min and electrical measurements were 
made respectively during the dwell (Figure 9-2). 



9. Characterization and Synthesis of Circuits at Extreme Low Temps 165 

A failure was observed during the testing at -120°C step. Electrical 
measurements were made at -90°C again and the DSP regained its character­
istics. This procedure was repeated again; the temperature was driven to 
-90°C, -100°C, -110°C and -120°C to narrow the temperature range. The 
dwell time at each temperature was for 5 minutes and electrical measure­
ments were made during this time. The DSP was flinctioning at -90°C, 
-100°C, and -110°C. The failure was again observed during the testing in a 
temperature range of-110°C to -120°C. During the failure, the DSP did not 
communicate with the PC. The PC-DSP communication link was the only 
means to read out the DSP outputs in this experiment. 

EleqfncaT tests 
vpeifonmed h 

H::::>::>S:::::5Si*ri;:::::::::::::::: 

Figure 9-2. Temperature profile in the DSP test 

Other evolutionary processors implementations, including Field Pro­
grammable Gate Arrays (FPGAs) and other DSP models, will be tested. The 
final goal of the experiments is to have an implementation operational at 
-180°C or below. 

3.2 Data Converters 

Data converters were also characterized at extreme low temperatures. 
Particularly, the following components are planned to be used in future ev-
olvable systems working at low temperatures: AD9772A (Digital-to-Analog 
Converter, DAC) and AD6645 (Analog-to-Digital Converter, ADC). 

The AD9772A is a 14-bit single-supply, oversampling digital-to-analog 
converter optimized for baseband or IF waveforms. Unfortunately, the wave­
forms used by JPL spread a broad range of frequencies which require both 
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accuracy and speed, which industry usually do not supply in a single chip. In 
this case accuracy was preferred over sampling speed because several bits of 
precision are predicted to be lost due to noise, gain, and temperature effects 
when integrated to the evolutionary platform. 

A ribbon cable was first created to communicate with the DAC. This was 
taped to the outside of the oven and was wired in, along with banana plugs 
for power and coaxial cables with BNC connectors for analog output. The 
ribbon cables' individual lines were then wire-wrapped to two breakout 
boxes just outside the oven. Two NI-DAQ boards (one for output, one for 
input) were then wired to the breakout boards with a proprietary cable. Be­
low is a diagram of the setup. 

A program was then created in National Instruments Labview that output 
2.5V or 0.5V along 14 analog channels corresponding to a digital value of 
1 or 0 on the NI-DAQ output board. The program output every code from 
Oto 16383 and for each code read back in (on the NI-DAQ input board) 
100 analog values. The program then averaged these values and output a 
formatted file with the digital value and the corresponding analog value. 

A second Labview program controlled the temperature of the oven ac­
cording to specifications, by controlling the amount of liquid nitrogen used 
to cool it. 

Both programs were run simultaneously and the DAC underwent a test at 
room temperature (25°C), then subsequent tests from 0°C to -180°C in in­
crements of 30°C. Time was provided at each interval for the stabilization of 
the temperature, a complete testing of digital codes, and about 5 to 6 extra 
minutes before continuing to the next temperature. Each test took approxi­
mately 70 minutes. 

The formatted file was then read in by a C++ program that computed the 
offset, gain, Integral Nonlinearity (INL) and Differential Nonlinearity 
(DNL). The program output an INL and a DNL file with it that provided 
their values at each digital code. A few scripts in Matlab then processed all 
the data for visual display. 

The differential nonlinearity metrics were used to characterize the DAC. 
Differential nonlinearity (DNL) is computed with the equation: 

DNL = (Vd+i-Vd) - (VLSB-IDEAL) where 0 < d < 2 ^ " l 

This records the change from one step to another in the unit of Least Sig­
nificant Bits (LSBs). The DAC performed very well using the DNL mefric. 
The results show that the chip was not damaged in the process of testing and 
retained its DNL properties after returning to room temperature. It should be 
noted that slight degradation is apparent in the standard deviation below 
-90°C. The DAC is guaranteed to have values of +/-2.0 LSBs for DNL in 
the specified range of -40°C to 85°C. The experiment performed qualifies 
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this claim, since only at -120°C there is a slight shift to the right past +2.0 
LSBs (the DNL should stay between -ILSB and ILSB). Figure 9-3 illus­
trates a histogram of the DNL at room temperature and at -180°C. It can be 
seen that the DNL clearly increases at -180°C. 

Frequency of DML at 25 degrees Frequency of DNL at-180 degrees 
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Figure 9-3. DNL for AD9772 at 25°C (left) and -180°C (right) 

The Analog Devices, Inc. AD6645 is a 14-bit 80/105 MSPS analog-to-
digital converter maintaining performance up to 200MHz. It has a differen­
tial analog input comprised of pins AIN and -AIN; these input pins take sig­
nals with a DC level of 2.4 V and an AC level of+/- .55 V. This allows a 
differential analog input signal of 2.2 Vpp. This ADC also requires an en­
code clock signal, which must be fed a high-quality, low phase-noise source 
to maximize signal to noise ratio. On the evaluation board, there is also an 
inductor, a capacitor and several resistors that will contribute noise and 
nonlinearity. 

A flat ribbon cable was used to connect the ADC evaluation board to the 
FIFO board outside the oven. Power lines were brought outside with molded 
banana cables. The SMA signal jacks on the evaluation board were con­
nected to a SMA-M to BNC-F converter and then brought out using 50 ohm 
BNC coaxial cable. The FIFO board was then hooked up to a PC through a 
USB cable. 

Analog Devices included software for data acquisition with the FIFO 
board. The provided ADC Analyzer^^ was inadequate to test the ADC since 
it could only take 16383 samples at a time. To measure INL and DNL accu­
rately using the histogram method, about 4 million samples are needed. For 
this reason, a Windows macro creator was installed called Autoit and a 
macro was written to automate capturing 200 sets of data. 
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Proper technique for testing an ADC involves slightly clipping the input 
wave. This amounts to several more codes at the boundaries (0 and 16383 in 
this case) and it allows a more accurate calculation of INL and DNL. In this 
case a 1.75Vpp covered the full range of the ADC. 

For each 30°C increment from -180°C to +25°C, 200 files of 16383 
samples were acquired. Next, a MATLAB script was written to plot a histo­
gram and calculate the mean values. From this histogram, INL and DNL 
were calculated. 

ADCs are often tested using the histogram method. This method relies on 
the fact that there is a specific probability density function for sinusoidal 
waves, governed by the equation: 

piV) = 
1 

W V 4 - F ' 

where A = amplitude of the input sine wave; and V= voltage correspondent 
to a particular digital code. 

When plotted, this equation yields (Figure 9-4): 

CODE HISTOGRAM - SINE WAVE at 25 degrees C 

0 2000 4000 6000 8000 10000 1?000 14000 16000 
DIGITAL OUTPUT CODE 

Figure 9-4. Ideal ADC histogram 

If an adequate number of samples are collected, a histogram of ADC out­
put should mimic this equation closely. Any deviation can be used to calcu­
late Differential Nonlinearity (DNL) and Integral Nonlinearity (INL), which 
can be used to assess the accuracy of the ADC. A sample at 25°C shows a 
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nice bathtub-like distribution for the AD6645 under test (Figure 9-5, left). 
However, by -180°C, several chunks of codes are missing (Figure 9-5, 
right). 

Frequency cf Codes 3Empled at -ISO degrees C 
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Figure 9-5. AD6645 histogram at room temperature (left) and -180°C (right) 

Though performance deteriorates, with compensation the ADC-DAC 
chain can be effective between the temperatures of-180°C to 25°C with 8 to 
9 effective numbers of bits (which is enough for our target applications). 

3.3 FPTA 

3.3.1 NOR Gate 

A NOR gate was evolved at -196.6°C using the same method described 
in Section 3.2. Two FPTA-2 cells were used and the experiment processed 
100 individuals along 300 generations. Figure 9-6a shows the oscilloscope 
picture of the evolved solution at -196.6°C. The same solution was tested at 
room temperature using another FPTA-2 chip, producing an almost identical 
behavior (Figure 9-6b) opposing to the rectifier case study. 

3.3.2 Recovery of Controllable Oscillator at Low Temperatures 

Four cells of the FPTA-2 were used to evolve a controllable oscillator. 
This circuit receives a digital input and it should oscillate when the input is 
at one digital level (either '0 ' and '1') and stay at ground for the other level. 
Initially, a controllable oscillator was evolved at room temperature, the cir­
cuit behavior being depicted in Figure 9-7a. The circuit outputs a 70kHz sine 
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Figure 9-6. NOR circuit evolved and tested at -196.6°C; (A) the same circuit was tested suc­
cessfully at room temperature (B) an environmental noise signal is also present at the circuit 
input 
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Figure 9-7. Evolved controllable oscillator at room temperature and deteriorated response at 
-196.6''C 

wave (with a small degree of harmonic components) when the input is '0 ' . 
When the same circuit is tested at -196.6°C, it can be observed a distortion 
(increase in harmonics) at the output (Figure 9-7b). 

The controllable oscillator was evolved again at -196.6°C, the response 
being displayed in Figure 9-8. It can be observed that the output distortion is 
largely removed. In addition, evolution found a circuit that oscillates for a 
high level input, opposing to the room temperature solution. 
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Figure 9-8. Evolved controllable oscillator at low temperature 

4. CONCLUSIONS AND FUTURE WORK 

The data converter characterization results at -180°C were satisfactory, 
since they still kept enough accuracy needed for the reconfiguration algo­
rithm to perform flinction recovery. It was also demonstrated that the FPTA 
could be reconfigured for fimctionality recovery at this low temperature. 
However, the DSP characterization showed that the device failed at -120°C, 
which is not satisfactory for our program objectives. 

Ongoing tests using a particular FPGA as evolutionary processor shows 
that this device can potentially work until -180°C. Near fiiture work will 
demonstrate an overall evolutionary system (FPGA + Data Converters + re-
configurable device) working at -180°C. 
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Abstract: Genetic programming is a systematic method for getting computers to auto­
matically solve problems. Genetic programming is an extension of the idea of 
the genetic algorithm into the arena of computer programs. Genetic program­
ming uses the Darwinian principle of natural selection and analogs of recom­
bination (crossover), mutation, gene duplication, gene deletion, and certain 
mechanisms of developmental biology to progressively breed, over a series of 
many generations, an improved population of candidate solutions to a prob­
lem. Many himian-competitive results have been produced using the genetic 
progranmiing technique, including the automated reinvention of previously 
patented inventions. This chapter concentrates on the automatic synthesis of 
six 21^' century patented analog electrical circuits by means of genetic pro­
gramming. The automatic synthesis of analog circuits is done "from 
scratch"—^that is, without starting from a preexisting good design and without 
prespecifying the circuit's topology or number or sizing of components. This 
chapter also briefly sunmiarizes some examples of the automatic synthesis of 
other types of complex structures by means of genetic programming. 

Keywords: evolvable hardware, analog electrical circuits, genetic programming, auto­
mated design, developmental process, reinvention of previously patented en­
tity, himian-competitive result. 

1. INTRODUCTION 

Design of complex structures is a major activity of practicing engineers. 
Engineers are often called upon to design complex structures (e.g., electrical 
circuits, controllers, antennas, optical systems, and mechanical systems) that 



174 Chapter 10 

satisfy prespecified high-level design and performance goals. Some designs 
are sufficiently creative enough that they are considered to be inventions. 

In design problems in many fields (e.g., analog electrical circuits, optical 
lens systems, antennas, controllers, mechanical systems, quantum computing 
circuits), existing mathematical methods and software tools enable a practic­
ing engineer to analyze the behavior and characteristics of a particular al­
ready-designed structure. However, in these fields, there is t5^ically no gen­
eral mathematical solution to the inverse problem, namely the problem of 
synthesizing a structure fi-om a high-level specification of the structure's de­
sired behavior and characteristics. In fact, the problem of automatically syn­
thesizing the design of complex structures in these fields is generally re­
garded as an art, rather than a science. 

In designing complex structures, human engineers typically employ logic 
and domain knowledge about the field of interest. Conventional approaches 
to automated design (such as those employing artificial intelligence) are 
typically knowledge-intensive, logically sound, and deterministic. 

Tellingly, two of the most successful approaches to design—^namely the 
evolutionary process (occurring in nature) and the invention process (per­
formed by creative humans)—are not logical, deterministic, or knowledge-
intensive. The fact that these two highly successful approaches are so differ­
ent fi-om conventional approaches to automated design (employing artificial 
intelligence) suggests that there may be important lessons to be learned fi-om 
the evolutionary process and the invention process. 

In nature, solutions to design problems are discovered by means of evolu­
tion and natural selection. Evolution is not deterministic. It does not rely on a 
knowledge base and is certainly not guided by mathematical logic. Indeed, 
one of the most important characteristics of the evolutionary process is that it 
actively generates and encourages the maintenance of inconsistent and con­
tradictory alternatives. Logically sound systems do not do that. In fact, the 
generation and maintenance of inconsistent and contradictory alternatives 
(called genetic diversity) is a precondition for the success of the evolutionary 
process. 

Likewise, the invention process (performed by creative humans) is a non-
deterministic process that is not governed by logic. The invention process is 
t5^ically characterized by a singular moment when the prevailing thinking 
concerning a long-standing problem is, in a "flash of genius," overthrown 
and replaced by a new approach that could not have been logically deduced 
fi-om what was previously known. That is, inventions are characterized by a 
logical discontinuity that distinguishes the creative new design fi-om that 
which can be logically deduced from what was previously known. 

Patent law provides some insight into the invention process. In this con­
nection, it is noteworthy that a purported invention is not considered to be 
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worthy of a patent if the new idea can be logically deduced from facts that 
are well-known in a field or by means of transformations that are well-
known in the field. A new idea is patentable only if there is an "illogical 
step"—^that is to say, a logically unjustified step. In the patent law, this le­
gally-required illogical step is sometimes referred to as a "flash of genius" 
and it is the essence of inventiveness and creativity. 

In short, both the invention process and the evolutionary process in na­
ture are very different from conventional approaches to automated design 
(such as those employing artificial intelligence). 

Genetic programming is an extension of the idea of the genetic algorithm 
into the arena of computer programs. Genetic programming starts from a 
high-level statement of what needs to be done and automatically creates a 
computer program to solve the problem. Genetic programming uses the 
Darwinian principle of natural selection and analogs of recombination 
(crossover), mutation, gene duplication, gene deletion, and certain mecha­
nisms of developmental biology to progressively breed an improved popula­
tion over many generations (Koza, 1990, 1992, 1994; Banzhaf, et al., 1998; 
Koza, et al., 1999; Langdon and Poll, 2002; Koza, et al., 2003). Recent work 
on genetic programming is reported in the Genetic Programming and Evolv­
able Hardware journal, the annual Genetic and Evolutionary Computation 
Conference (GECCO) (Deb, et al., 2004), the annual Euro-Genetic Pro­
gramming conference (Keijzer, et al., 2005), the annual Genetic Program­
ming Theory and Applications workshop (O'Reilly, et al., 2004), the annual 
Asia-Pacific Workshops on Genetic Programming (Cho, Nguyen, and 
Shan, 2003) as well as the proceedings of the many other conferences and 
journals (such as Evolutionary Computation and IEEE Transactions on Evo­
lutionary Computation) in the field of genetic and evolutionary computation. 
For additional sources of information about genetic programming including 
links to software for implementing genetic programming visit 
w w w . g e n e t i c - p r o g r a m m i n g . o r g . 

Genetic programming has now been successftiUy used to automatically 
sjTithesize designs in a number of fields, including analog electrical circuits, 
optical lens systems, antennas, controllers, mechanical systems, quantum 
computing circuits, and networks of chemical reactions. In fact, many of the 
automatically created designs produced by genetic programming are "hu­
man-competitive" (as defined in Koza, et al., 1999 and Koza, et al., 2003), 
including the automatic synthesis of 
• analog electrical circuits patented in the 20* century (Koza, et al., 1999) 

and 21''century (Koza, et al., 2003), 
• an X-Band Antenna for NASA's Space Technology 5 Mission (Lohn, 

Hornby, and Linden, 2004), 
• quantum computing circuits (Spector, 2004), 
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• a previously patented mechanical system (Lipson, 2004), 
• previously patented controllers (Koza, et al., 2003), 
• new controller designs that have been granted patents (Keane, Koza, and 

Streeter, 2005), and 
• previously patented optical lens systems (Al-Sakran, Koza, and Jones 

2005; Koza, Al-Sakran, and Jones, 2005). 
This chapter concentrates on the automatic synthesis of analog electrical 

circuits by means of genetic programming. 
In particular. Section 2 describes our method for automatically synthesiz­

ing analog electrical circuits by means of genetic programming. 
Section 3 presents our results in automatically synthesizing six 2\^ cen­

tury patented analog electrical circuits. 
Section 4 briefly describes the automatic synthesis of two other kinds of 

complex structures by means of genetic programming, namely 
• six optical lens systems that were previously patented, and 
• two new controller designs that have been granted patents. 

Section 5 is the conclusion. 

2. METHOD FOR AUTOMATICALLY 
SYNTHESIZING ANALOG CIRCUITS BY 
MEANS OF GENETIC PROGRAMMING 

The field of evolvable hardware was pioneered in the early 1990's (Hi-
guchi, et al., 1993a, 1993b). In the mid-1990's, the genetic algorithm (Hol­
land, 1975) was successfully used to automatically synthesize analog circuits 
(Kruiskamp and Leenaerts, 1995; Grimbleby, 1995) and for programming a 
digital field programmable gate array (FPGA) to perform analog functions 
(Thompson, 1996). 

The design process for electrical circuits begins with a high-level descrip­
tion of the circuit's desired behavior and characteristics. The process entails 
creation of both the topology and the sizing of a satisfactory circuit. 

The topology of a circuit comprises 
• the total number of components in the circuit, 
• the type of each component (e.g., resistor, capacitor, transistor) at each 

location in the circuit, 
• a list of all the connections that exist between the leads of the circuit's 

components, input ports, output ports, power sources, and ground. 
The sizing of a circuit consists of the parameter value(s) associated with 

each component. 
Genetic programming was first used to automatically sjnithesize both the 

topology and sizing of analog electrical circuits in 1995 (Koza, et al., 1996a, 
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1996b). Since then, both the topology and sizing of numerous analog electri­
cal circuits composed of transistors, capacitors, resistors, inductors, and 
other components have been automatically synthesized (Koza, et al., 1999 
and Koza, et al., 2003). 

The automatic s5Tithesis of analog circuits is done "from scratch"—^that 
is, without starting from a preexisting good design and without pre-
specifying either topology or component sizing. 

Our approach to the problem of automatically creating both the topology 
and sizing of an electrical circuit by means of genetic programming involves 
• establishing a developmental representation for electrical circuits involv­

ing program trees, and 
• defining a fitness measure that quantifies how well the behavior and 

characteristics of a candidate circuit satisfy high-level design require­
ments. 
During the run of genetic programming, the evaluation of the fitness of 

each individual in the population involves 
• converting each individual program tree in the population into a netlist 

for an electrical circuit using the developmental process, 
• ascertaining the circuit's behavior and characteristics, and 
• using the circuit's behavior and characteristics to calculate a value of fit­

ness. 
Electrical circuits are ordinarily represented as labeled graphical struc­

tures with cycles (circuit diagrams). However, the program trees ordinarily 
used in genetic programming are acyclic graphs. Our approach to the auto­
matic S5^thesis of circuits using genetic programming employs a develop­
mental process to bridge this representational difference and convert a pro­
gram tree into a circuit. 

The developmental process used for automated synthesis of circuits by 
means of genetic programming transforms a program tree (an acyclic graph) 
into a fully developed electrical circuit (a graph structure with cycles). This 
approach is inspired by the principles of developmental biology, the pioneer­
ing ideas of Wilson (1987), the iimovative work of Kitano (1990) on using 
developmental genetic algorithms to evolve neural networks, the creative 
work of Gruau (1992) on using developmental genetic programming (cellu­
lar encoding) to evolve neural networks, and the use of developmental proc­
esses to create complex structures (Koza, 1993). 

The developmental process used for the automated synthesis of circuits 
by means of genetic programming entails the execution of fimctions in a cir­
cuit-constructing program tree. These functions include component-creating 
functions, topology-modifying functions, development-controlling functions, 
arithmetic-performing functions, and automatically defined functions. 
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The starting point for our developmental process consists of a simple ini­
tial circuit. The initial circuit consists of an embryo and a test fixture. The 
embryo contains at least one modifiable wire. All development originates 
from the embryo's modifiable wire(s). 

An electrical circuit is developed by progressively applying the functions 
in a circuit-constructing program tree to the modifiable wires of the original 
embryo and, as the circuit grows, to the modifiable wires and modifiable 
components that sprout from it. The execution of the flinctions in the pro­
gram tree transforms the initial circuit into a fully developed circuit. That is, 
the functions in the circuit-constructing program tree progressively side-
effect the embryo and its successor structures until a fially developed circuit 
emerges. 

A test fixture (external to the entity that is being automatically created) 
facilitates measurement of the performance of the fully developed circuit. 
The test fixture is a hard-wired structure composed of nonmodifiable wires 
and nonmodifiable electrical components. The test fixture feeds external in­
puts into the circuit that is being evaluated. It also enables the circuit's out­
puts to be probed. The test fixture supplies the measurements that enable the 
fitness measure to assign a single numerical value of fitness to the behavior 
and characteristics of the fully developed circuit. 

The functions in the circuit-constructing program trees are divided into 
five categories: 
• component-creating functions that insert components (e.g., resistors, ca­

pacitors, transistors) into the developing circuit, 
• topology-modifying functions (e.g., series division, parallel division, cut, 

via to connect two distant points in a circuit, via to coimect a point in the 
circuit to ground, via to connect a point to a power supply, via to connect 
a point to the incoming signal, via to connect a point to an output port) 
that modify the topology of the developing circuit, 

• development-controlling functions that control the developmental process 
by which the embryo and its successor structures are converted into a 
fully developed circuit (e.g., the development-ending fimction), 

• arithmetic-performing functions (e.g., addition, subtraction) that may ap­
pear in a value-setting subtree that is an argument to a component-
creating function and that specifies the numerical value of the compo­
nent, and 

• automatically defined functions that enable certain substructures to be 
reused (including parameterized reuse). 
The component-creating functions generally have value-setting subtree(s) 

that establish the value of the component (e.g., the capacitance of a capaci­
tor). 

Many of the component-creating and topology-modifying functions pos­
sess one or more construction-continuing subtrees. 



10. Human-Competitive Evolvable Hardware 179 

The terminals in the circuit-constructing program trees may include 
• constant numerical values, 
• perturbable numerical values, 
• sjmibolic values (used, for example, to create discrete alternatives for 

certain components), 
• zero-argument functions (e.g., the development-ending function, zero-

argument automatically defined functions), and 
• externally supplied free variables (used, for example, when a circuit is to 

be parameterized by an external value). 
In the usual implementation of genetic programming, all the individual 

program trees in the initial random population (generation 0) are syntacti­
cally valid executable programs. All the genetic operations used in genetic 
programming (i.e., crossover, mutation, reproduction, and the architecture-
altering operations) operate so as to create sjoitactically valid executable 
programs from syntactically valid executable programs. Thus, all the indi­
viduals encountered during the run (including, in particular, the best-of-run 
individual produced upon completion of the run) are necessarily sjmtacti-
cally valid executable programs. 

Each circuit-constructing program tree in a run of genetic programming 
for automatic circuit sjoithesis is created in accordance with a constrained 
sjTitactic structure (sfrong tj^ing) that imposes grammatical consfraints on 
how the available functions and terminals may be combined. For example, a 
value-setting subtree establishing the numerical value of a capacitor is per­
mitted to appear only as a designated argument of the capacitor-creating 
function. All the individuals in generation 0 of a run of genetic programming 
comply with the consfrained syntactic structure appropriate for automated 
circuit sjmthesis. All the genetic operations that are performed during the run 
operate so as to preserve the constrained syntactic structure. Thus, all the 
individuals encountered during the run (including the best-of-run individual) 
comply with the constrained syntactic structure. 

Our developmental approach is more than just a mechanism for mapping 
an acyclic graph (the circuit-constructing program tree) into a graphical 
structure with cycles (the fully developed circuit). That is, the developmental 
approach does far more than just enable us to overcome a representation ob­
stacle. 

The developmental process has the advantage of preserving the electrical 
validity of the circuit. There are no unconnected leads in the initial circuit. 
Each component-creating, topology-modifying, and development-controlling 
function operates so as to preserve this connectivity at each stage of the de­
velopmental process. The result is that there are no unconnected leads in the 
fully developed circuit. 



180 Chapter 10 

To summarize the foregoing points, every developmental step associated 
with every individual circuit in every generation of the population of a run of 
genetic programming using our approach is 
• sjmtactically valid, 
• executable, 
• compliant with required constrained sjmtactic structure, and 
• electrically valid (connected). 

The developmental approach has the additional advantage of preserving 
locality. Most of the component-creating, topology-modifying, and devel­
opment-controlling fiinctions intentionally operate on a small local area of 
the circuit. Subtrees within a program tree therefore tend to operate locally. 
The crossover operation (the main workhorse of genetic programming and 
genetic algorithms) transplants subtrees. It should be remembered that the 
premise behind the crossover operation in genetic programming (and the 
genetic algorithm) is that individuals with relatively high fitness are likely to 
contain some local substructures which, when recombined, may (at least 
some of the time) create offspring with even higher fitness. In genetic pro­
gramming, the conventional crossover operation recombines a subtree from 
one parent's program tree with the second parent's program tree. Over many 
generations, functions and terminals that are close together in a program tree 
tend to be differentially and preferentially preserved by crossover. In particu­
lar, smaller subtrees are preserved to a greater degree than larger ones. 
Moreover, when circuits are represented by circuit-constructing program 
trees containing the functions that we use, a subtree tends to represent a local 
area in the fully developed circuit. Thus, the crossover operation works in 
conjunction with the developmental process in preserving locality. The mu­
tation operation and architecture-altering operations similarly work in con­
junction with the developmental process in preserving locality (because they 
affect subtrees). 

Useful parts of a circuit-constructing program tree can be reused. Real-
world circuits are replete with reuse. Reuse eliminates the need to "reinvent 
the wheel" on each occasion when a particular sequence of steps may be use-
fiil. Reuse makes it possible to exploit a problem's modularities, symmetries, 
and regularities and thereby potentially accelerate the problem-solving proc­
ess (Koza, Keane, and Streeter 2003). 

The efficiency of genetic programming in the domain of automatic circuit 
s5Tithesis stems fi-om the combined effects of the 
• preservation of syntactic validity, 
• preservation of executability of the circuit-constructing program trees, 
• preservation of constrained syntactic structure, 
• preservation of electrical connectivify, 
• preservation of locality during crossover (and other operations), and 
• the facilitation of reuse. 
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I ST, 3. AUTOMATIC SYNTHESIS OF SIX IV" CENTURY 
PATENTED CIRCUITS BY MEANS OF GENETIC 
PROGRAMMING 

This section presents the six instances where genetic programming auto­
matically created both the topology (graphical structure) and sizing (numeri­
cal component values) for analog electrical circuits composed of transistors, 
capacitors, and resistors that were patented after January 2000 (as shown in 
Table 10-1). 

Table 10-1. Six 21 '̂century patents for analog electrical circuits 
Invention 

Cubic function 

generator 

Mixed analog-

digital variable 

capacitor circuit 

Voltage-current 

conversion 

circuit 

Low-voltage 

balun circuit 

High-current 

load circuit 

Tunable 

integrated active 

filter 

Date 

2000 

2000 

2000 

2001 

2001 

2001 

Inventor 

Stefano 

Cipriani and 

Anthony A. 

Takeshian 

Turgut Sefket 

Ajftur 

Akira Ikeuchi 

and Naoshi 

Tokuda 

Sang Gug Lee 

Timothy 

Daun-

Lindberg and 

Michael 

Miller 

Robert Irvine 

and Bemd 

Kolb 

Place 

Conexant Systems, 

Inc. 

Lucent 

Technologies, Inc. 

Mitsimii 

Electric Co., Ltd. 

Information and 

Communications 

University 

International 

Business Machines 

Corporation 

Infineon 

Technologies AG 

Patent 

U. S. 6,160,427 

U. S. 6,013,958 

U. S. 6,166,529 

U. S. 6,265,908 

U.S. 6,211,726 

U. S. 6,225,859 

In each instance, genetic programming started from a high-level state­
ment of a circuit's desired behavior and characteristics (e.g., its desired out­
put given its input). In producing results, genetic programming used only de 
minimus knowledge about analog circuits. Specifically, genetic program­
ming employed a circuit simulator (e.g., SPICE) for the analysis of candi­
date circuits, but did not use any deep knowledge or expertise about the syn­
thesis of circvii^. 
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The human user communicates the high-level statement of the problem to 
the genetic programming algorithm by performing certain well-defined pre­
paratory steps. 

The five major preparatory steps for the basic version of genetic pro­
gramming require the human user to specify 
• the set of terminals (e.g., the independent variables of the problem, zero-

argument functions, and random constants) for each branch of the to-be-
evolved program, 

• the set of primitive functions for each branch of the to-be-evolved pro­
gram, 

• the fitness measure (for explicitly or implicitly measuring the fitness of 
individuals in the population), 

• certain parameters for controlling the run, and 
• the termination criterion and method for designating the result of the run. 

The first two preparatory steps specify the ingredients that are available 
to create the computer programs. A run of genetic programming is a com­
petitive search among a diverse population of programs composed of the 
available functions and terminals. The function and terminal sets for all six 
problems (described below) permit the construction of any circuit composed 
of transistors, resistors, and capacitors. 

The third preparatory step concerns the fitness measure for the problem. 
The fitness measure specifies what needs to be done. The fitness measure is 
the primary mechanism for communicating the high-level statement of the 
problem's requirements to the genetic programming system. The main dif­
ference among the runs of genetic programming for the six problems is that 
we supplied a different fitness measure for each problem. Construction of a 
fitness measure requires translating the problem's high-level requirements 
into a precise computation. In each case, we read the patent document to find 
the performance that the invention was supposed to achieve. We then created 
a fitness measure quantifying the invention's performance and characteris­
tics. The fitness measure specifies the desired time-domain output values or 
fi-equency-domain behavior. For each problem, a test fixture consisting of 
certain fixed components (such as a source resistor, a load resistor) is con­
nected to the desired input ports and the desired output ports. Circuits may 
be simulated using a simulator such as SPICE (Quarles, et al., 1994). 

We supplied models for transistors appropriate to the problem. We used 
the commercially common 2N3904 (npn) and 2N3906 (pnp) transistor 
models unless the patent document called for a different model. We used 
5-Volt power supplies unless the patent specified otherwise. 

The fourth and fifth preparatory steps are administrative. The fourth pre­
paratory step entails specifying the control parameters for the run. The most 
important control parameter is the population size. Other control parameters 
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include the probabilities of performing the genetic operations, the maximum 
size for programs, and other details of the run. The control parameters and 
termination criterion were the same for all six problems, except that we used 
different population sizes to approximately equalize each run's elapsed time 
per generation. 

After the user has performed the preparatory steps for a problem, the run 
of genetic programming can be launched. Once the run is launched, a series 
of well-defined, problem-independent steps is executed. 

Genetic programming typically starts with an initial population of ran­
domly generated computer programs composed of the available program­
matic ingredients (as provided by the human user in the first and second pre­
paratory steps). These programs are typically created by recursively generat­
ing a rooted point-labeled program tree composed of random choices of the 
primitive fixnctions and terminals. The initial individuals are usually gener­
ated subject to a preestablished maximum size (specified by the user as a 
minor parameter in the fourth preparatory step). In general, the programs in 
the population are of different size (number of fimctions and terminals) and 
of different shape (the particular graphical arrangement of fimctions and 
terminals in the program tree). 

Genetic programming iteratively transforms a population of computer 
programs into a new generation of the population by applying analogs of 
naturally occurring genetic operations. These operations are applied to indi-
vidual(s) selected firom the population. The individuals are probabilistically 
selected to participate in the genetic operations based on their fitness (as 
measured by the fitness measure provided by the human user in the third 
preparatory step). The iterative transformation of the population is executed 
inside the main loop (called a generation) of a run of genetic programming. 

Specifically, genetic programming breeds computer programs to solve 
problems by executing the following three steps: 
(1) Generate an initial set (called the population) of compositions (t5^ically 

random) of the functions and terminals appropriate for the problem. 
(2) Iteratively perform the following group of substeps (called a generation) 

on the population of programs until the termination criterion has been 
satisfied: 
(A) Execute each program in the population and assign it a fitness value 

using the problem's fitness measure. 
(B) Create a new population (the next generation) of programs by apply­

ing the following operations to program(s) selected fi-om the popula­
tion with a probability based on fitness (with reselection allowed): 
(i) Reproduction: Copy the selected program to the new popula­

tion. 
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(ii) Crossover: Create a new offspring program for the new popula­
tion by recombining randomly chosen parts of two selected pro­
grams, 

(iii) Mutation: Create one new offspring program for the new popu­
lation by randomly mutating a randomly chosen part of the se­
lected program, 

(iv) Architecture-altering operations: Create one new offspring pro­
gram for the new population by applying a selected architec­
ture-altering operation to the selected program. 

(3) Designate an individual program (e.g., the individual with the best fit­
ness) as the run's result. This result may be a solution (or approximate 
solution) to the problem. 

Genetic programming is problem-independent in the sense that the above 
sequence of executional steps is not modified for each new run or each new 
problem. There is usually no discretionary human intervention or interaction 
during a run of genetic programming (although a human user often exercises 
judgment as to when to terminate a run). 

3.1 Fitness Measures for the Six Analog Circuits 

We now describe the six analog circuits. Details of these six circuits may 
be found in Genetic Programming IV: Routine Human-Competitive Machine 
Intelligence (Koza, et al., 2003). 

3.1.1 Low-Voltage Balun Circuit 

The purpose of a balun (balance/unbalance) circuit is to produce two out­
puts firom a single input, each output having half the amplitude of the input, 
one output being in phase with the input while the other is 180 degrees out of 
phase with the input, and with both outputs having the same DC offset. The 
patented balun circuit (Lee, 2001) uses a power supply of only 1 Volt. The 
fitness measure consisted of (1) a frequency sweep analysis designed to en­
sure the correct magnitude and phase at the two outputs of the circuit and 
(2) a Fourier analysis designed to penalize harmonic distortion. 

3.1.2 Mixed Analog-Digital Register-Controlled Variable Capacitor 

This mixed analog-digital circuit (Aj^tur, 2000) has a capacitance that is 
controlled by the value stored in a digital register. The fitness measure for 
this problem employed 16 time-domain fitness cases. The 16 fitness cases 
ranged over all eight possible values of a 3-bit digital register for two differ­
ent analog input signals. 
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3.1.3 Voltage-Current Conversion Circuit 

The purpose of the voltage-current conversion circuit (Ikeuchi and To-
kuda, 2000) is to take two voltages as input and to produce a stable current 
whose magnitude is proportional to the difference of the voltages. We em­
ployed four time-domain input signals (fitness cases) in the fitness measure. 
We included a time-varying voltage source beneath the output probe point to 
ensure that the output current produced by the circuit was stable with respect 
to any subsequent circuitry to which the output of the circuit might be at­
tached. 

3.1.4 High-Current Load Circuit 

The patent for the high-current load circuit (Daun-Lindberg and 
Miller, 2001) covers a circuit designed to sink a time-varying amount of cur­
rent in response to a control signal. The patented circuit employs a number 
of FET transistors arranged in parallel, each of which sinks a small amount 
of the desired current. The fitness measure for this problem consisted of two 
time-domain simulations, each representing a different control signal. 

3.1.5 Low-Voltage Cubic Signal Generator 

The patent for the low-voltage cubic signal generator (Cipriani and Take-
shian, 2000) covers an analog computational circuit that produces the cube 
of an input signal as its output. The circuit is "compact" in that it contains a 
voltage drop across no more than two transistors. The fitness measure for 
this problem consisted of four time-domain fitness cases using various input 
signals and time scales. The compactness constraint was enforced by provid­
ing only a 2-Volt power supply. 

3.1.6 T înable Integrated Active Filter 

The patent for the tunable active filter (Irvine and Kolb, 2001) covers a 
tunable integrated active filter that performs the function of a lowpass filter 
whose passband boundary is d5aiamically specified by a control signal. The 
circuit has two inputs: a to-be-filtered incoming signal and a control signal. 
The fitness measure for this problem consisted of a performance penalty and 
a parsimony penalty. The passband boundary, / ranges over nine values be­
tween 441 and 4,414 Hz. The performance penalty is a weighted sum, over 
61 fi-equencies for each of the nine values of/ of the absolute weighted de­
viation between the output of the individual candidate circuit at its probe 
point and the target output. The parsimony penalty is equal to the number of 
components in the circuit. 
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3.2 Results for Six 21** Century Patented Circuits 

This section presents the results for the six 2 T'century patented circuits. 

3.2.1 Low-Voltage Balun Circuit 

Genetic programming automatically created the circuit shown in Fig­
ure 10-1. This best-of-run evolved circuit was produced in generation 97 and 
has a fitness of 0.429. The patented circuit has a fitness of 1.72. That is, the 
evolved circuit is roughly a fourfold improvement (less being better) over 
the patented circuit in terms of our fitness measure. In addition, the evolved 
circuit is superior to the patented circuit both in terms of its fi-equency re­
sponse and its harmonic distortion. 
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Figure 10-1. Best-of-run balun circuit 

In the patent documents, Lee (2001) shows a previously known conven­
tional (prior art) balun circuit. This previously known circuit is shown as 
Figure 10-2 of this chapter. 

Lee's patented low-voltage balun circuit is shown in Figure 10-3 of this 
chapter. Lee (2001) states that the essential difference between the prior art 
and his invention is a coupling capacitor C2 located between the base and the 
collector of the transistor Q2. Lee explains the essence of his invention as 
follows: 
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Figure 10-2. Prior art balun circuit shown in U.S. patent 6,265,908 

"The structure of the inventive balun circuit shown in [Figure 10-3 
of this chapter] is identical to that of [Figure 10-2 of this chapter] 
except that a capacitor C2 are fiirther provided thereto. The capaci­
tor C2 is a coupling capacitor disposed between the base and the 
collector of the transistor Q2 and serves to block DC components 
which may be fed to the base of the transistor Q2 from the collec­
tor of the transistor Q2." 

As can be seen, the best-of-run genetically evolved circuit (Figure 10-1) 
possesses the very feature that Lee identifies as the essence of his invention, 
namely the coupling capacitor called "C302" in Figure 10-1 and called "C2" 
in Figure 10-3. 

Figure 10-3. Lee's low-voltage balun circuit shown in patent 6,265,908 
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The genetically evolved circuit also reads on three additional elements of 
claim 1 of Lee's 2001 patent. However, the genetically evolved circuit 
achieves the circuit's remaining functionality in a manner different from that 
specified by the remaining elements of Lee's patent. Thus, although the 
evolved circuit captures the essence of Lee's invention and many of the sec­
ondary features of Lee's circuit, the evolved circuit does not infringe Lee's 
patent. This suggests that genetic programming can be used to create new 
inventions as well as to engineer around existing patents. 

3.2.2 Mixed Analog-Digital Register-Controlled Variable Capacitor 

Over our 16 fitness cases, the patented circuit has an average error of 
0.803 millivolts. In generation 95, a circuit emerged with an average error of 
0.808 millivolts, or approximately 100.6% of the average error of the pat­
ented circuit. During the course of this run, we harvested the smallest indi­
viduals produced on each processing node with a certain maximum level of 
error. Examination of these harvested individuals revealed a circuit from 
generation 98 (Figure 10-4) that approximately matches the topology of the 
patented circuit (without infringing). The genetically evolved circuit reads 
on all but one of the elements of claim 1 of the patented circuit (and hence 
does not infringe the patent). 

Figure 10-4. Evolved compliant register-controlled capacitor circuit 
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3.2.3 Voltage-Current Conversion Circuit 

A circuit emerged on generation 109 of our run of this problem with a 
fitness of 0.619 (so that the evolved circuit has about 62% of the average 
weighted error of the patented circuit). The evolved circuit was subsequently 
tested on unseen fitness cases that were not part of the fitness measure and 
outperformed the patented circuit on these new fitness cases. The best-of-run 
circuit solves the problem in a different manner than the patented circuit. 

3.2.4 High-Current Load Circuit 

On generation 114, a circuit emerged that duplicated Daun-Lindberg and 
Miller's parallel FET transistor structure. This circuit has a fitness (weighted 
error) of 1.82 (so that the evolved circuit has about 182% of the weighted 
error of the patented circuit). 

The genetically evolved circuit shares the following features found in 
claim 1 of U.S. patent 6,211,726: 

"A variable, high-current, low-voltage, load circuit for testing a 
voltage source, comprising: ..." 

"a plurality of high-current transistors having source-to-drain 
paths connected in parallel between a pair of terminals and a test 
load." 

However, the remaining elements of claim 1 in U.S. patent 6,211,726 are 
very specific and the genetically evolved circuit does not read on these re­
maining elements. In fact, the remaining elements of the genetically evolved 
circuit bear hardly any resemblance to the patented circuit. In this instance, 
genetic programming produced a circuit that duplicates the functionality of 
the patented circuit using a different structure. 

3.2.5 Low-Voltage Cubic Signal Generator 

The best-of-run evolved circuit (Figure 10-5) was produced in generation 
182 and has an average error of 4.02 millivolts. The patented circuit had an 
average error of 6.76 millivolts. That is, the evolved circuit has approxi­
mately 59% of the error of the patented circuit over our four fitness cases. 

The claims in U.S. patent 6,160,427 amount to a very specific description 
of the patented circuit. The genetically evolved circuit does not read on these 
claims and, in fact, bears hardly any resemblance to the patented circuit. In 
this instance, genetic programming produced a circuit that duplicates the 
fiinctionality of the patented circuit and does so using a very different struc­
ture. 
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Figure 10-5. Best-of-run cubic signal generation circuit 

3.2.6 Itinable Integrated Active Filter 

Averaged over the nine values of frequency, the best-of-run circuit from 
generation 50 (Figure 10-6) has 72.7 millivolts average absolute error for 
frequencies in the passband and 0.39 dB average absolute error for other fre­
quencies. 

The best-of-run genetically evolved circuit reads on every element of 
claim 1 of U.S. patent 6,225,859 and therefore infringes the patent. That is, it 
infringes the patent and is essentially identical to the patented invention. 
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Figure 10-6. Best-of-run circuit for the tunable integrated active filter 

Table 10-2 summarizes the results for the six problems involving the 
21 ̂ century patented inventions in terms of their novelty. 
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Table 10-2. Summary of the six 21 century patented inventions 

Problem 

Low-voltage balun circuit 

Mixed analog-digital variable 

capacitor 

Voltage-current conversion circuit 

High-current load circuit 

Cubic fiinction generator 

Timable integrated active filter 

Result 

The evolved circuit captures the essence of the 

previously patented circuit and many of its secondary 

features, but does not infringe the existing patent. 

The evolved circuit reads on all but one of the 

elements of claim 1 of the patented circuit, but does 

not in&inge the existing patent. 

The evolved circuit duplicates the functionality of the 

patented circuit, but in an entirely different way. 

The evolved circuit duplicates the functionality of the 

patented circuit, but in an entirely different way. 

The evolved circuit duplicates the functionality of the 

patented circuit, but in an entirely different way. 

The evolved circuit is an infringing duplicate of the 

previously patented circuit. 

4. EXAMPLES OF AUTOMATIC SYNTHESIS OF 
OTHER COMPLEX STRUCTURES BY MEANS 
OF GENETIC PROGRAMMING 

This section briefly describes the automatic synthesis of two other kinds 
of complex structures by means of genetic programming, namely 
• six optical lens systems that were previously patented, and 
• two new controller designs that have been granted patents. 

4.1 Automatic Synthesis of Six Previously Patented 
Optical Lens Systems by Means of Genetic 
Programming 

A complete design for a classical optical lens system encompasses nu­
merous decisions, including the choice of the system's topology (that is, the 
number of lenses and their physical layout), choices for numerical parame­
ters, and choices for nonnumerical parameters. 

The layout decisions required to define a lens system include the sequen­
tial arrangement of lenses between the object and the image, decisions as to 
whether consecutive lenses touch or are separated by air, the nature of the 
mathematical expressions defining the curvature of each lens surface (tradi­
tionally spherical, but nowadays often aspherical), and the locations and 
sizes of the field and aperture stops that determine the field of view and the 
maximum illumination of the image, respectively. 
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The numerical choices include the thickness of each lens and the separa­
tion (if any) between lens surfaces, the numerical coefficients for the 
mathematical expressions defining the curvature of each surface (which, in 
turn, implies whether each is concave, convex, or flat), and the aperture 
(semidiameter) of each surface. 

The nonnumerical choices include the type of glass (or other material) for 
each lens. Each type of glass has various properties of interest to optical de­
signers, including the index of refraction, n (which varies by wavelength); 
the Abbe number, V; and the cost. Choices of glass are typically drawn from 
a standard glass catalog. 

Genetic programming has recently been used as an invention machine to 
automatically synthesize complete designs for six optical lens systems that 
duplicated the fimctionality of previously patented lens systems (Al-Sakran, 
Koza, and Jones, 2005; Koza, Al-Sakran, and Jones, 2005). The six patented 
optical systems are shown in Table 10-3. 

Table 10-3. Six patents for optical lens systems 

Invention 

Telescope 

eyepiece 

Telescope 

eyepiece system 

Eyepiece for 

optical 

instruments 

Wide angle 

eyepiece 

Wide angle 

eyepiece 

Telescope 

eyepiece 

Date 

1940 

1958 

1953 

1968 

1985 

2000 

Inventor 

Albert Konig 

Robert B. 

Tackaberry 

and Robert M. 

MuUer 

Maximillian 

Ludewig 

Wright H. 

Scidmore 

Albert Nagler 

Noboru 

Koizumi and 

Naomi 

Watanabe 

Place 

Carl Zeiss GmbH 

American Optical 

Company 

Ernst Leitz GmbH 

United States Army 

No affiliation listed 

Fuji Photo Optical 

Co., Ltd. 

Patent 

U. S. 2,206,195 

U. S. 2,829,560 

U. S. 2,637,245 

U. S. 3,390,935 

U. S. 4,525,035 

U. S. 6,069,750 

The automatic synthesis is done "from scratch"—^that is, without starting 
from a preexisting good design and without prespecifying the number of 
lenses, the physical layout of the lenses, the numerical parameters of the 
lenses, or the nonnumerical parameters of the lenses. One of the six geneti­
cally evolved lens systems infringed a previously issued patent; three con­
tained many of the essential features of the patents, without infringing; and 



10. Human-Competitive Evolvable Hardware 193 

the others were noninfringing novel designs that duplicated (or improved 
upon) the performance specifications contained in the patents. One of the six 
patents was issued in the 21''century. The six designs were created in a sub­
stantially similar and routine way, suggesting that the approach used may 
have widespread utility. 

4.2 Automatic Synthesis of Two New Controller Designs 
That Have Been Granted Patents 

U.S. patents have recently been granted for two new inventions that were 
automatically created by means of genetic programming (Keane, Koza, 
Streeter, 2005). The first invention covers improved tuning rules for PID 
(proportional, integrative, and derivative) controllers. The second is for a 
group of general-purpose non-PID controllers, which we call Keane-Koza-
Streeter (KKS) controllers. We believe these are the first patents granted for 
inventions that were automatically created by genetic programming. Both 
the genetically evolved PID tuning rules and non-PID KKS controllers out­
perform controllers tuned using the widely used Ziegler-Nichols tuning rules 
(Ziegler and Nichols, 1942) and the recently developed Astrom-Hagglund 
tuning rules (Astrom and Hagglund, 1995). 

The general-purpose non-PID KKS controller (Figure 10-7) is an exam­
ple of what we call & parameterized topology. A parameterized topology is a 
general (parameterized) solution to a problem in the form of a graphical 
structure whose nodes or edges represent components and where the parame­
ter values of the structure's components are specified by mathematical ex­
pressions containing free variables (Koza, et al., 2003). In a parameterized 
topology, the genetically evolved graphical structure represents a complex 
structure of some kind (e.g., controller, electrical circuit). In the automated 
process, genetic programming determines the graph's size (its number of 
nodes) as well as the graph's connectivity (specifying which nodes are con­
nected). Genetic programming also assigns, in the automated process, com­
ponent types to the graph's nodes or edges. In the automated process, genetic 
programming also creates mathematical expressions that establish the pa­
rameter values of the components (e.g., the capacitance of a capacitor in a 
circuit, the amplification factor of a gain block in a controller). Some of 
these genetically created mathematical expressions contain free variables. 
The free variables confer generality on the genetically evolved solution by 
enabling a single genetically evolved graphical structure to represent a gen­
eral (parameterized) solution to an entire category of problems. Genetic pro­
gramming can do all of the above in an automated way in a single run. 
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Figure 10-7. Genetically evolved general-purpose non-PID KKS controller 

The general-purpose non-PID controller (Figure 10-7) has a number of 
blocks that are parameterized by mathematical expressions containing the 
problem's four free variables, namely the plant's time constant, Tr, ultimate 
period, r„, ultimate gain, K^, and dead time, L. For example, gain block 730 
of Figure 10-7 has a gain that is parameterized by the following non-
genetically-evolved constant mathematical expression (equation 31): 

log n-TL+log log(X^) 
r.,+1 

(31) 

In addition, gain block 760, lead block 740, and lead block 750 contain 
genetic genetically-evolved mathematical expressions. 

Additional information on this genetically evolved controller and the use, 
in general, of genetic programming to automatically synthesize the topology 
and tuning of controllers can be found in Genetic Programming IV: Routine 
Human-Competitive Machine Intelligence (Koza, et al., 2003). 

5. CONCLUSIONS 

This chapter describes the automatic synthesis of six 21*'century patented 
analog electrical circuits by means of genetic programming. This chapter 
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also briefly summarizes some examples of the automatic synthesis of other 
types of complex structures by means of genetic programming, including six 
optical lens systems that were previously patented, and two new controller 
designs that have been granted patents. 
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EVOLVABLE OPTICAL SYSTEMS 

Hirokazu Nosato, Masahiro Murakawa, Yuji Kasai, and Tetsuya Higuchi 
National Institute of Advanced Industrial Science and Technology, Advanced Semiconductor 
Research Center, Email: h.nosato@aist.go.jp 

Abstract: This chapter describes evolvable optical systems and their applications devel­
oped at the National Institute of Advanced Industrial Science and Technology 
(AIST) in Japan. Five evolvable optical systems are described: (1) an evolvable 
femtosecond laser system, (2) an automatic wave-front correction system, (3) a 
multiobjective adjustment system, (4) an automatic optical fiber alignment sys­
tem, and (5) an evolvable interferometer system. As the micron-meter resolution 
aUgnment of optical components usually takes a long time, to overcome this time 
problem, we propose five systems that can automatically align the positioning of 
optical components by genetic algorithms (GA) in very short times compared to 
conventional systems. 

Key words: genetic eilgorithms, optical system, laser system, automatic eiUgnment, fiber eiUgn-
ment. 

1. INTRODUCTION 
In recent years, the market for optical technology has been growing rapidly, 

particularly due to the advances in optical communication systems. In general, 
optical systems consist of many components, such as light source, mirrors, 
lens, prisms, semiconductor elements, and optical fibers. In order to obtain the 
optimal performance from an optical system, it is necessary to align these op­
tical components to the optimal position with micron-meter precision. More­
over, as shifts in the positioning of each component impact on the alignment 
of the whole system, each component must be repeatedly adjusted until the 
optimal alignment is achieved. As the number of experienced technicians is 
extremely limited, these difficulties increase the manufacturing time and the 
costs of optical systems. 

Although algorithms for automatic alignment have been devised, they are 
often not suitable for systems where the parameters to be set optimally are 
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Figure 11-1. Overall view of optical systems and relations with our developed evolvable opti­
cal systems 

numerous, where there are local optimum, and where the parameters are inter­
dependent. In this chapter, we propose methods of automatic alignment using 
genetic algorithms (GA) (Goldberg, 1989) for optical systems. These methods 
have the following three advantages: 
1. Automatic adjustment for maintenance-free systems 

The performance of an optical system is affected by the temperature and 
the stability of the environment in which it is used. However, variations in 
performance can be adjusted automatically by our algorithms online. This 
means that the optical systems are maintenance-free, making them easy for 
nonexperts to use. 

2. Cost reduction 
Using less expensive mechanical parts in optical systems, unfortunately, of­
ten leads to longer adjustment times, because the precision of these compo­
nents is usually inferior. However, as our algorithms provide a quick and 
flexible way of adjusting performance, it is possible to use less expensive 
mechanical parts in order to reduce the costs of the system. 

3. Compact implementation 
With automatic adjustment methods, it is possible to reduce the spaces be­
tween the components in an optical system, which are necessary when ad­
justments are made by technicians. Thus, it is possible to downsize optical 
systems. 
Our proposed methods can be applied to a variety of optical systems, such 

us laser beam alignment (Figure 11-1 (a)), laser cavity alignment (Figure 11-1 
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(b)), and laser applications (Figure 11-1 (c)). This chapter describes five evolv­
able optical systems using GA-based automatic alignment algorithms for opti­
cal systems: 
(1) Evolvable femtosecond laser system (Murakawa, 2000; Nosato, 2003). 
(2) Automatic wave-front correction system for femtosecond laser (Nosato, 

2004). 
(3) Multiobjective adjustment system for optical axes (Murata, 2005). 
(4) Automatic optical fiber alignment system (Murakawa, 2003). 
(5) Evolvable Michelson interferometer system (Nosato, 2002). 
Figure 11-1 shows relations between optical systems and these evolvable opti­
cal systems. 

2. EVOLVABLE FEMTOSECOND LASER SYSTEM 
Laser systems, invented in the 1960's (Maiman, 1960), have been applied 

to various fields, such as semiconductor lithography, optical communications, 
sampling measurement methods, and laser machining. During the last decade, 
the development of femtosecond lasers, based on Kerr-lens mode-locking tech­
niques, has progressed rapidly and many commercial products are now avail­
able. Ultra-short optical pulses in the femtosecond region (~ 10~^^ sec.) are 
essential for the development of ultra-fast optical communication and measure­
ment methods. 

However, because the Kerr-lens mode-locking technique used in femtosec­
ond lasers requires precise positioning of the focusing mirrors within the laser 
cavity, it is difficult to adjust femtosecond lasers, which makes them less at­
tractive for industrial use. For example, even a 10 ixm discrepancy in a fo­
cusing mirror will prevent the formation of an optical resonation with a 1.0 W 
pumping power. It, therefore, tj^ically takes three or more days to manually 
adjust a femtosecond laser. Moreover, because nonlinear lens effects must be 
considered when high-peak power is involved in the laser cavity, the optimal 
adjustment is dependent on the pumping power level used so that the system 
must be readjusted if a different pumping power is used. 

In order to overcome these problems, we propose an automatic adjustment 
method using GA for the femtosecond laser. This laser system, as shown in 
Figure 11-2, can adjust the positioning of the laser cavity components (e.g. 
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Figure 11-2. Evolvable femtosecond la­
ser system 

Figure 11-3. Developed evolvable fem­
tosecond laser system 

the mirrors and prisms) using GA. In our experiments with the developed 
laser system (Figure 11-3), automatic adjustment was realized in 15 minutes, 
which is less than one-hundredth of the manual adjustment time (three days 
and more). 

3. AUTOMATIC WAVE-FRONT CORRECTION 
SYSTEM FOR FEMTOSECOND LASER 

A characteristic of femtosecond lasers is that the high-peak power is in­
versely proportional to the short duration of the laser pulses, so they can gen­
erate high power levels, over one megawatt, during femtosecond pulses. Fem­
tosecond lasers can be used for high-precision machining without abrasions 
due to heat. In the laser-machining field, femtosecond lasers are especially 
important for micromachining (Mendes, 1988), allowing for the fabrication of 
more complex double-figure microscopic mechanics than possible with tradi­
tional methods. Combining real micromachining with focused femtosecond 
laser beams, it is possible to fabricate components for nanotechnology. 

However, because femtosecond laser beams fluctuate based on some aber­
rations (such as coma aberration, astigmatism, spherical aberration and wave-
front aberration), it is difficult to focus the beams efficiently using focusing 
lenses or mirrors. It is, therefore, essential to reduce these aberrations. In 
order to achieve this, we propose an automatic correction method using GA 
and a deformable mirror (DM) (Grosso, 1977) to correct the wave-front of 
femtosecond lasers. This correction system, as shown in Figure 11-4, cor­
rects the wave-front of the femtosecond laser beam with a DM, where the 
mirror membrane is controlled by the GA. As the experimental results demon­
strate, this method can achieve automatic wave-front correction to increase the 
laser peak power by 21% with the developed correction system shown in Figu­
re 11-5. 
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Figure 11-4. Evolvable DM femtosecond Figure 11-5. Developed evolvable DM 
laser system femtosecond laser system 

4. MULTIOBJECTIVE ADJUSTMENT SYSTEM FOR 
OPTICAL AXES 

Laser systems are now essential in various industrial fields. A laser system 
consists of a pumping laser as the light source, and a laser cavity, where the 
laser beam from the pumping laser is amplified (see Figure 11-1). The laser 
system performance deteriorates when the optical axes deviate from their pre­
cise positioning and parallelism is lost, due to long-term use and disturbances 
such as vibrations. Therefore, adjustment of the optical axes of the pumping 
laser is crucial. However, it is very difficult to adjust the optical axes, because 
the adjustment requires high-precision positioning and angle settings with ^im 
resolutions, and because the adjustment must simultaneously satisfy multiple 
objectives that have trade-off relations. Consequently, a major problem for 
conventional methods is to achieve multiobjectives with approaches that are 
fundamentally single-objective in nature. 

In order to overcome this problem, we propose an automatic multi-objective 
adjustment method using GA. Specifically, there are three advantages with the 
proposed method: (1) It is not necessary to set up weighing coefficients, which 
are used by conventional methods, because the proposed method does not re­
quire weighing coefficients. (2) Readjustments are unnecessary because a so­
lution is selected from the Pareto optimum solutions which are calculated at 
initial adjustment when the user preferences are changed. (3) Adjustment ac­
curacy is improved compared to conventional methods, because the GA, which 
is a stochastic search method capable of simultaneously evaluating multiple so­
lution candidates, is hardly trapped in local solutions in achieving an optimum 
adjustment. Moreover, we have been able to realize an easy-to-use automatic 
adjustment system, as shown in Figure 11-6, for optical axes. In experiments 
using developed adjustment system shown in Figure 11-7, simultaneous align­
ment for the positioning and the angle (parallelism) of optical axes, which is 
difficult with conventional methods, was realized within three hours. 
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Figure 11-6, Multiobjective adjustment Figure 11-7, Multiobjective adjustment 
system system 

5. AUTOMATIC OPTICAL FIBER ALIGNMENT 
SYSTEM 

With the growth in optical fiber communications, fiber alignment has be­
come the focus of much industrial attention (Hayes, 2001). This is a key pro­
duction process because its efficiency greatly influences the overall production 
rates for the optoelectric products used in optical fiber communications. Fiber 
alignment is necessary when two optical fibers are connected, when an optical 
fiber is connected to a photo diode (PD) or a light emission diode (LED), and 
when an optical fiber array is connected to an optical wave guide. 

Metallic wire connection is relatively easy because an electric current will 
flow as long as the two wires are in contact. The connection between two opti­
cal fibers, however, requires much greater precision, in the order of submicron-
meters. Therefore, experienced technicians are needed for fiber alignment, but 
as such technicians are in limited supply, this causes a bottleneck in the mass 
production of optoelectric components for optical fiber communication. To 
overcome this, various algorithms for automatic alignment have been devised. 
However, existing automatic-alignment algorithms are only capable of align­
ing fibers according to three degrees of freedom (DOF). Thus, we have devised 
a new algorithm based on GAs that is capable of aligning fibers according to 
five or more DOF. Figure 11-8 shows automatic fiber alignment system real­
ized our algorithm. The advantages of the algorithm are summarized below: 

1. Improvement in transmission efficiency 
Unless two optical fibers are connected in an optimal way, there will be a 
reduction in transmission efficiency. However, as alignment is possible ac­
cording to a greater DOF, there are no reductions in transmission efficiency. 

2. Improvement in reliability 
Automatic alignment reduces the number of tasks to be conducted by tech­
nicians, which leads to the improved reliability of products. 
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3. Improvement in production efficiency 
The fiber alignment process is often a critical part in the entire production 
process, and so by reducing fiber-alignment times, production efficiency can 
be improved considerably. 

4. Cost reductions 
Less expensive optoelectric components are often inferior in terms of preci­
sion. However, variations from the desired specifications for each compo­
nent can be compensated by using our alignment algorithm for greater DOF 
connections. This makes it possible to reduce the overall costs of a system. 
Conventional alignment systems cannot achieve connections with 5 DOFs 

because such precise fiber alignment is impossible given practical time con­
straints. However, our algorithm successfully carried out alignments for 4 
different initial conditions in a few minutes with developed fiber alignment 
system shown in Figure 11-9. 
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Figure 11-8. Automatic fiber alignment Figure 11-9. Fiber alignment system for 
system development 

6. EVOLVABLE MICHELSON INTERFEROMETER 
SYSTEM 

In recent years, advances in spectroscopic technology are making impor­
tant contributions to the ultra-trace analysis of environmental pollutions such 
as dioxin and other air pollutants. The Michelson interferometer (Michelson, 
1981) is widely used as an instrument for spectroscopic analysis, as well as for 
environmental pollution and ultra-trace analyses, as a component of Fourier-
Transform Infrared spectroscopy (FTIR) (Griffiths, 1975). Although it is com­
monly used within chemical laboratories for conventional analyses, recently 
there is an increasing demand for portable instruments for on-site analysis. 

However, there are two major problems in using Michelson interferometers 
for on-site analysis. The first problem is that to achieve high-level analytic per­
formance it is necessary to optimally align the component mirrors and prisms 
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with micron-meter precision. Conventional Michelson interferometers are usu­
ally set manually, and often include automatic dynamic alignment methods 
to compensate for small deviations in component positioning. However, this 
method is not capable of adjusting for the kind of large misalignments that oc­
cur during transportation to outdoor locations. This has made the on-site use of 
these interferometers, which are extremely sensitive to variations, impossible. 

The second problem is that conventional interferometers are too bulky for 
on-site use. When aligning the components of an interferometer, it is necessary 
to adjust at least three alignment axes (such as the focus position, the rotation 
angle, and the tilt angle of a mirror). Because the alignment axes of the com­
ponents are interdependent, however, achieving the optimal alignment for all 
components is extremely difficult. Using larger and heavier holders (which are 
less sensitive to discrepancies), is one way to avoid the problem of interde-
pendency, although this creates a trade-off situation between the compactness 
desirable for on-site use and the ease of independent adjustment mechanisms. 

In order to overcome these problems, we propose an automatic alignment 
method using GA for the Michelson interferometer (Figure 11-10). Specif­
ically, our research shows that: (1) GA is more robust than a hill-climbing 
method for the automatic alignment of interferometers, (2) the proposed sys­
tem can optimally adjust the mirrors quickly, and (3) alignment interdepen-
dency is not a problem for the compact mirror holders utilizing GA. In our 
experiments with the developed system (Figure 11-11), we have been able to 
realize an automatically-adjustable Michelson interferometer system, which is 
capable of adjusting for the large misalignments that might arise at setting (and 
previously had to be adjusted for by technicians), in a practical time of approx­
imately 3 minutes. 

>. Output 

Reference Light 

fa 

Reference Signals 

Figure 11-10. Evolvable Michelson in­
terferometer system 

Figure 11-11. Developed evolvable Mi­
chelson interferometer system 
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7. SUMMARY 
This chapter has described five evolvable optical systems. The adavantage 

common to all these systems is the inclusion of GA in order to automatically 
execute the micron-meter precision alignment of optical components, such as 
mirrors and prisms, very quickly and very efficiently. Although the fitness 
function for the GA used in the present six systems was light intensity, it is 
helpful to develop other fitness functions in order to make automatic alignment 
even more stable and faster. The present systems are simply early examples 
of how mechanical evolution can be utilized in a wide variety of industrial 
applications in the future. 
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Abstract: We propose a tuning method for Micro-Electro-Mechanical Systems (MEMS) 
gyroscopes based on evolutionary computation to increase the accuracy of 
MEMS gyroscopes through electrostatic tuning. The tuning method was tested 
for the second generation JPL/Boeing Post-resonator MEMS gyroscope using 
the measurement of the frequency response of the MEMS device in open-loop 
operation. We also report on the development and preliminary results of a 
hardware platform for integrated tuning based on "switched drive-angle" of 
MEMS gyroscopes whereby the same gyro is operated with its drive direction 
first at 0° and then at 90°. The control of this device is implemented through a 
digital design on a Field Programmable Gate Array (FPGA). The hardware 
platform easily transitions to an embedded solution that allows for the minia­
turization of the system to a single chip. 

Key words: MEMS, tuning, genetic algorithm, simulated annealing, FPGA. 

1. INTRODUCTION 

Future NASA missions would benefit tremendously from an inexpensive, 
navigation grade, miniaturized inertial measurement unit (IMU), which sur-
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passes the current state-of-the art in performance, compactness (both size 
and mass), and power efficiency. Towards this end, under current develop­
ment at JPL's MEMS Technology Group are several different designs for 
enviroimient tolerant (Ferguson, 2005), high performance, low mass and 
volume, low power MEMS gjTOSCopes. The accuracy with which the rate of 
rotation of micro-gyros can be determined crucially depends on the proper­
ties of the resonant structure. It is both difficult and expensive to attempt to 
achieve these desired characteristics in the fabrication process, especially in 
the case of small MEMS structures, and thus one has limited overall sensor 
performance due to unavoidable fabrication inaccuracies. 

The accuracy with which a given vibratory gyroscope can determine the 
true inertial rate is crucially dependent on the properties of the two degree of 
fireedom resonator. The problem with tracking orientation using only gyros is 
drift, such as gyro bias which creates a steadily growing angular error, gyro 
white noise, and gyro bias instability (Stanney, 2002). Today's commercial-
grade gyros (devices used in automobiles, camcorders) can only be used for 
a minute before the drift becomes distracting and the user needs to reset the 
orientation tracker. Tactile-grade gyros used in short-range missile guidance 
are good enough for head-tracking for more than 20 minutes. Navigation-
grade gjTos are required for space applications. Unfortunately, the price, 
weight and power ratio between navigation, tactile and commercial-grade 
gyros follows the performance ratio. MEMS gyroscopes will gradually be 
closing in on the performance using techniques presented in the chapter. 

One way to reduce the rate drift is to increase the sensitivity or scale fac­
tor relating volts out to radians per second of inertial input (Hay-
worth, 2003). The scale factor is maximized when the resonant firequencies 
of the two modes of fi-eedom of the MEMS gyroscope are identical. Symme­
try of construction is necessary to attain this degeneracy. However, despite a 
sjTnmetric design, perfect degeneracy is never attained in practice. Many 
methods have been developed for tuning MEMS post-resonator gyroscopes. 
For example, (Leland, 2003) and (Painer, 2003) use adaptive and closed-
loop methods, while (Chen, unpublished) changes the fi-ame of the pick-off 
signal. Our approach of gyro tuning is achieved through an electrostatic bias­
ing approach (Hayworth, 2004). This approach consists of applying bias 
voltages to built-in tuning pads to electrostatically soften the mechanical 
springs. Because of the time-consuming nature of the tuning process when 
performed manually, in practice any set of bias voltages that produce degen­
eracy is viewed as acceptable at the present time. Thus, a need exists for re­
ducing the time necessary for performing the tuning operation, and for find­
ing the optimally tuned configuration which employs the minimal maximum 
tuning voltage. 
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This chapter describes the application of evolutionary computation to this 
optimization problem. Our open-loop and closed-loop methods used the fol­
lowing fitness function for each set of bias voltages applied to the built-in 
tuning pads: the frequency split between the two modes of resonance of the 
MEMS gyroscope. Our open-loop evaluation proceeds in two steps. First, it 
measures the open-loop frequency response using a djTiamic signal analyzer. 
Second, it evaluates the frequency of resonance of both modes by fitting 
Lorentzian curves to the experimental data. The process of setting the bias 
voltages and the evaluation of the frequency split is completely computer 
automated. The computer controls a signal analyzer and programmable 
power supplies through General Purpose Interface Bus (GPIB). Our method 
has demonsfrated that we can obtain a frequency split of 52mHz fiilly auto­
matically in one hour, compared with 200mHz obtained manually by hu­
mans in several hours. 

The closed-loop method, also called "switched drive-angle" method, is 
based on controlling the gyro in a closed-loop along one axis and measuring 
the resonance frequencies along this axis at a given set of bias voltages, then 
swapping and driving the other axis, thereby extracting the resonant fre­
quency of both axes. An evolutionary algorithm is then applied iteratively to 
modify the bias voltages until the resonant frequency of each axis is equal. 
A major advantage of this closed-loop approach is that the resonant frequen­
cies can be extracted quickly (~1 second) as compared to the open-loop con­
trol system, which takes two orders of magnitude longer. The design of the 
closed-loop control approach is realized on an FPGA with augmented port­
ability for future designs and implementations. 

This chapter is organized such that Section 2 describes the mechanics of 
the MEMS micro-gyro. Section 3 describes the evolutionary computation 
applied to open-loop measurements of the resonance frequencies. Section 4 
describes the closed-loop hardware platform and the results of our prelimi­
nary experiments, and Section 5 describes future directions and summarizes 
the project results. 

2. MECHANISM OF THE JPL MEMS 
MICRO-GYROSCOPE 

The mechanical design of the JPL MEMS micro-gyro can be seen in Fig­
ure 12-1. The JPL/Boeing MEMS post-resonator gyroscope (PRG), is a 
MEMS analogue to the classical Foucault pendulum. A pyrex post, anodi-
cally bonded to a silicon plate, is driven into a rocking mode along an axis 
(labeled as X in Figure 12-1) by sinusoidal actuation via electrodes beneath 
the plate. In a rotating reference frame, the post is coupled to the Coriolis 
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force, which exerts a tangential "force" on the post. Another set of electrodes 
beneath the device senses this component of motion along an axis (labeled as 
Y in the figure) perpendicular to the driven motion. The voltage that is re­
quired to null out this motion is directly proportional to the rate of rotation to 
which the device is subjected, and the voltage scale is reduced proportionally 
to the frequency split between the two modes of resonance. A change in ca­
pacitance occurs as the top plate vibrates due to the oscillating gap variation 
between this plate and the electrodes underneath. This change in capacitance 
generates a time-varying sinusoidal charge that can be converted to a voltage 
using the relationship V = Q/C. The post can be driven around the drive axis 
by applying a time-varying voltage signal to the drive petal electrodes la­
beled D l - (minus sign), D1+, Dlin-, and Dlin+ in Figure 12-1. Because 
there is symmetry in the device, either of the two axes can be designated as 
the drive axis. Each axis has a capacitive petal for sensing oscillations as 
well: driving axis: labeled S1+ and S I - in Figure 12-1, sensing axis: labeled 
S2+ and S2- in Figure 12-1. The micro-gyro has additional plates that allow 
for electrostatic softening of the silicon springs, labeled Bl, BTl, B2, and 
BT2 in Figure 12-1. Static bias voltages can be used to modify the amount of 
softening for each oscillation mode. In an ideal, S5mimetric device, the reso­
nant frequencies of both modes are equal; however, unavoidable manufac­
turing imperfections in the machining of the device can cause asymmetries 
in the silicon structure of the device, resulting in a frequency split between 
the resonant frequencies of these two modes. The frequency split reduces the 
voltage scale used to measure the rate of rotation to which the device is sub­
jected, and thus the sensitivity for detection of rotation is decreased. By ad­
justing the static bias voltages on the capacitor plates, frequencies of reso­
nance for both modes are modified to match each other; this is referred to as 
the tuning of the device using an elecfrostatic biasing approach (Hay-
worth, 2004). 

In order to exfract the resonant frequencies of the vibration modes, there 
are two general methods: 1) open-loop and 2) closed-loop control (Hay-
worth, 2003). In an open-loop system, we are measuring the frequency re­
sponse along the drive axis over a 50Hz band and extracting from the meas­
urement the frequency split. A faster method is a closed-loop confrol, 
whereby the gyro is given an impulse disturbance and is allowed to oscillate 
freely between the two resonance frequencies, using a hardware platform to 
control the switch of the drive-angles. 
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Figure 12-1. A magnified picture of the JPL MEMS micro-gyroscope with sense axis Y (S2-, 
S2+ electrodes used to sense, D2-, D2+, D2in- and D2ui+ used to drive along the sense axis), 
drive axis X (D1-, D1+, Dlin-, and Dlin+ used to drive, S1-, S1+ electrodes used to sense 
along the drive axis) and the electrodes used for biasing (Bl, B2, BTl, BT2) (picture courtesy 
ofC.Peay, JPL) 

EVOLUTIONARY COMPUTATION USING 
OPEN-LOOP MEASUREMENT 

3.1 Instrumentation Platform for Open-loop Frequency 
Response 

The open-loop measurement consists of exciting the drive axis with a 
sine wave at a given frequency and measuring the resulting amplitude. This 
is done repeatedly throughout the frequency spectrum (frequency range from 
3,300Hz to 3,350Hz; 50Hz span; 800 points). Because of cross-coupling be­
tween the different axes, two peaks in the amplitude response will appear at 
two different frequencies, showing the resonant frequencies of both axes 
(Figure 12-4). This takes approximately 1.4 minutes to complete using our 
instrumentation platform (Figure 12-2) and must be repeated at least three 
times to average out noise. 
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The platform includes one GPIB programmable power supply for DC 
voltage, a GPIB signal analyzer to extract frequency responses (from 3.3kHz 
to 3.35kHz) of the gyro in open-loop, and a computer (PC) to control the 
instruments and to execute the evolutionary optimization algorithms. The 
power supply DC voltage controls the electrostatic bias voltages (coimected 
to the plates Bl, BTl, B2, and BT2 in Figure 12-1) that are used to modify 
the amount of damping to each oscillation mode. The GPIB signal analyzer 
generates a sine wave with a variable frequency (from 3300 Hz to 3350 Hz 
with a stepsize of 62.5 mHz - 800 points, 50Hz span) on the drive electrode 
(D1-, D1+, Dlin-, and Dlin+ in Figure 12-1) and measures the response 
signal on the sense electrode (S1-, S1+ in Figure 12-1) along the drive 
axisX. 

A PC runs the instrument confrol tool, the measurement tool, and the 
evolutionary computation tool. The instrument confrol software sets up the 
static bias voltages using the GPIB power supply DC voltage and measures 
the frequency response along the X axis using the GPIB signal analyzer as 
shown in Figure 12-2. The software calculates the frequency split using peak 
fitting algorithms. Finally, the evolutionary computation software determines 
the new DC bias voltages from the frequency split. This procedure is re­
peated until a satisfactory (user-defined) frequency split is obtained. 

void SetupStimulus (float startF̂  
float span) 

Evolutionary 
Algorithms 

void SetupDC(float Bl, float BTl, 
void 

Initjnstruments Q 

Optioni: 
voidGetResponse (float*f1, float*f2, float* 
f1a,float*f2a) 
[minimize abs (f1-f2), maybe use f1a and f2a 
(amplitude) information] 
Option2:void GetResponse (float*f_split) 
[minimize f_split] 

float B2, 
float BT2) 

AGT 
35670A 

Analyzer 
(2 channel) 

Stimulus1,2(T)-» 

Response 1,2 (9) 

DC Power 
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Figure 12-2. Software interface between the modified simulated annealing/modified genetic 
algorithm (dynamic hill-climbing) and the instrumentation platform using a GPIB program­
mable power supply DC voltage and a signal analyzer. The modified simulated annealing and 
the modified genetic algorithm are running on a PC, which controls the bias voltages and 
receives the frequencies of both resonance modes 
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3.2 Results of Evolutionary Computation 

The MEMS post-resonator micro-gyroscope is subject to an electrostatic 
fine-tuning procedure performed by hand, which is necessary due to un­
avoidable manufacturing inaccuracies. In order to fine-tune the gyro, 4 bias 
voltages applied to 8 capacitor plates have to be determined within a range 
of-60V to +15V. The manual tuning took several hours and obtained a fi-e-
quency split of 200 mHz. 

In order to fully automate the time-taking manual fine-tuning process, we 
have established a hardware/software interface to the existing manual gyro-
tuning hardware setup using commercial-off-the-shelf (COTS) components 
described in Section 3.1. 

We developed and implemented two stochastic optimization techniques 
for efficiently determining the optimal tuning voltages and incorporated 
them in the hardware/software interface: a modified simulated annealing re­
lated algorithm (Metropolis, 1953; Kirkpatrick, 1983) and a modified genetic 
algorithm with limited evaluation (dynamic hill-climbing) (Holland, 1975; 
Yuret, 1993). These optimization techniques have also been used for other 
space applications (Terrile, 2005). 

3.2.1 Simulated Annealing Approach 

We were able to successfully fine-tune both the MEMS post-resonator 
gjTOSCope and MEMS disk-resonating gyroscope (a different gyro design 
not discussed here) within one hour for the first time flilly automatically. 
After only 49 iterations with the modified simulated aimealing related opti­
mization algorithm, we obtained a fi-equency split of 125mHz within a IV-
discretization of the search space, starting with an initial split of 2.625Hz, 
using a 50Hz span and 800 points on the signal analyzer for the MEMS post-
resonator gyroscope (Figure 12-3A). For the MEMS disk-resonating gyro­
scope we obtained a fi-equency split of 250mHz/500mHz within a 
0.1V-/0.01V-discretization of the search space, starting with an initial split 
of 16.125Hz/l 6.25Hz, after 249/12 iterations using a 200Hz span and 800 
points on the signal analyzer (Figure 12-3B). All three results are better than 
what can be accomplished manually but worse than the results obtained by 
djTiamic hill-climbing (modified genetic algorithm). The reason for this is 
that instead of the peak fitting algorithm employed in the modified genetic 
algorithm approach, a simplified, direct peak-finding procedure was used in 
the simulated annealing approach. 
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MEMS Post Resonating Gyro Automated Tuning with Simulated Annealing 
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Figure 12-3. Frequency split as a fUnction of niunber of evaluations: simulated annealing 
iterations (A) for the MEMS post-resonator gyroscope; (B) for the MEMS disk-resonating 
gyroscope. (C) Dynamic hill-climbing algorithm (modified genetic algorithm) 

3.2.2 Genetic Related Algorithm Approach 

We were also able to fine-tune the MEMS post-resonator gyroscope 
within one hour fully automatically using a modified genetic algorithm: dy­
namic hill-climbing. Figure 12-3C shows the progress of the optimization 
algorithm aimed at minimizing the frequency split. Each evaluation is a pro­
posed set of bias voltages. Our optimization method only needed 47 evalua­
tions (51 min.) to arrive at a set of bias voltages that produced a fi-equency 
split of less than lOOmHz. 
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Lorentzian Rt Split = 1.5648 Hz 

Experimental Data 

Lorentzian Rt Split = 1.5648 Hz 

3330 
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Figure 12-4. Frequency response (top: 50Hz band, bottom: 6Hz band) before tuning using the 
modified genetic algorithm. The frequency split is 1564.8mHz. The Y axis is measured in dB. 
The initial values of the four bias voltages are: Bl = 14.00V, BTl = 14.00V, B2 = 14.00V, 
and BT2 = 14.00V. The right picture shows a zoomed-in display of the frequency split over a 
6Hzband 

Figures 12-4 and 12-5 show the frequency response for the unbiased 
micro-gyro respectively before and after tuning using the dynamic hill-clim­
bing and the peak-fitting algorithm. After optimization of the bias voltages 
(Figure 12-5), the frequency split has been minimized to less than lOOmHz 
and the two peaks are indistinguishable on an HP spectrum analyzer at 
62.5niHz/division (50Hz span, 800 points) setting, which was used during 
the optimization process. 
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Figure 12-5. Frequency response (top: 50Hz band, bottom: 5Hz band) after tuning using the 
modified genetic algorithm. The Y axis is measured in dB. The tuning frequency split is 
52mHz. The optimized values of the four bias voltages are: Bl = 4.00V, BTl = 4.00V, B2 = 
14.00V, and BT2 = -16.00V. The right picture shows a zoomed-in display of the frequency 
split over a 4Hz band 

The frequency split of 52mHz was verified using a higher resolution 
mode of the signal analyzer. 
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4. HARDWARE PLATFORM USING "SWITCHED 
DRIVE-ANGLE" METHOD 

The principle of "switched drive-angle" electrostatic biasing is based on 
measuring the resonance frequencies of the drive axis at a given set of bias 
voltages then swapping and driving the other axis, thereby extracting the 
resonant frequencies of both axes. An algorithm is then applied iteratively to 
modify the bias voltages until the resonant frequency of each axis is equal. 
A major advantage of this closed-loop approach is that the resonant frequen­
cies can be extracted quickly (~1 second) as compared to the open-loop con­
trol system, which takes two orders of magnitude longer. The design of the 
electrostatic biasing approach is realized on an FPGA with augmented port­
ability for ftiture designs and implementations. 

4.1 Control of the MEMS Micro-gyro 

The "switched drive-angle" approach requires a closed-loop control 
whereby the gyro is given an impulse disturbance and is allowed to oscillate 
freely. This so-called "pinging" of the vibration mode allows the gyroscope 
to immediately settle to its natural frequency. The corresponding frequency, 
Fl, is measured from the sensing plate under the drive axis X. Because the 
device is relatively sjmimetric, the drive and sense axes are swapped and the 
other mode is pinged to get F2. The difference in the frequencies, i.e., fre­
quency split, is determined very quickly using this technique (about 1.5 sec­
onds), roughly 50 times faster than from the open-loop control method. This 
ability to quickly swap the drive axis with the sense axis is a feature of our 
FPGA Gyro Digital System (GDS). 

The circuitry of the closed-loop control system includes a drive loop and 
a sense rebalance loop (Chen, unpublished). The drive loop takes the input 
from the "drive sense" petal (S1-, S1+ elecfrodes along the drive axis), and 
outputs the forcing signal to the "drive-drive" petal electrodes (D1-, D1+, 
Dlin- and Dlin+ elecfrodes along the drive axis). The sense rebalance loop 
receives input from the "sense-sense" petal (S2-, S2+ elecfrodes along the 
sense axis), and forces or rebalances the oscillations back along the drive 
axis with a forcing signal to the "sense drive" (D2-, D2+, D2in- and D2in+ 
elecfrodes). The magnitude of this forcing fimction in the rebalance loop is 
related to the angular rate of rotation. The closed-loop control also has sev­
eral scaling coefficients, denoted as Ki, which allow for a mixing of the 
sensed signals from both axes and a swapping of the drive- and sense-axis, 
thus permitting the tuning algorithm to measure the resonance frequency 
along the X- or Y-axis, or, indeed, any axis between X and Y (Hay-
worth, 2003). 
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The drive loop implements an Automatic Gain Control (AGC) loop com­
bined with finite impulse response (FIR) filters. Because the amplitude of 
the fi-eely oscillating drive axis will naturally decay, the AGC is imple­
mented in a way to lightly drive or damp (depending on the circumstance), 
the drive axis so that the amplitude of the driven signal is constant and the 
gyroscope is maintained in an oscillation mode at the natural frequency. The 
optimal parameters of the FIR filters and the AGC loop to maintain the oscil­
lation of the gyroscope have been determined by the UCLA team using a 
DSP measurement system and a UCLA MatLab modeling tool (M'Clos-
key, 2005). 

Figure 12-6. Block diagram of the entire closed-loop control system 

4.2 Gyro Digital System (GDS) 

The system used to implement the control, operation, and observability of 
the micro-gyro is referred to as the Gyro Digital System (GDS). Figure 12-6 
illustrates the implementation of the analog and digital systems used to con­
trol the micro-gyro. The key circuit elements that allow proper operation of 
the micro-gyro include the audio codec (Stereo Digital-to-Analog Converter, 
DAC), high voltage Analog-to-Digital Converters (ADCs), IEEE-1294 En­
hanced Parallel Port (EPP) interface replaced by a UART interface, fi-e-
quency measurement, and the Digital Signal Processor (DSP) functionality 
integrated into a Xilinx Virtex IIFPGA. 
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The audio codec is used to translate the analog sensing signals for both 
the drive and the sense axes. Its stereo capabilities allow for two inputs and 
two outputs. The high-voltage DACs are utilized for the setting of the elec­
trostatic bias voltages on the gyroscope, which range from +15V to -60V. 
The parallel port interface allows for user input/output capabilities. The user 
can configure the coefficients for the finite impulse response (FIR) filters 
along with the scaling coefficients (Kl through K8) and automatic gain con­
trol (AGC) proportional integral (PI) coefficients (Kp and Ki). The codec is 
configured through this interface as well. 

4.3 Results 

Using this FPGA digital control system, the micro-gyro was operated for 
a period of several hours and provided a frequency measurement that was 
stable to 1 mHz. 

Theta 1 - Torque 1 frequency response Theta 2 - Torque 2 frequency response 

321B 3220 

Figure 12-7. Bode magnitude of the experimental frequency response data for a non-tuned 
MEMS micro-gyroscope (Bl =B2=BT1 =BT2= 14V). Left drive axis on the axis X. Right 
drive axis on the axis Y 

This FPGA system has not yet been tested in the mode where the drive-
and sense-axes are swapped, but we have performed experiments using a 
DSP platform controlled by a Simulink environment running on a PC that 
demonstrates the feasibility of the closed-loop approach. In Figure 12-7 we 
show the frequency response of a non-tuned MEMS g5Toscope 
(B1=B2=BT1=BT2=14V) with two peaks for each of the resonance fre­
quencies when drive axis is along axis X (left) and when drive axis is along 
axis Y (right). Using a closed-loop control, the UCLA team was able to find 
the correct AGC and FIR filter parameters to maintain the gyro in an oscil­
lating mode at the natural frequency. The DSP platform measured the fre­
quency of both modes by swapping the drive- and sense-axes 
(Fl = 3210.62Hz and F2 = 3212.15Hz) as shown on Figure 12-7. Keeping 
the value of the AGC and FIR parameters constant and changing the value of 
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the DC bias voltage, we were able to maintain the gyro in an oscillation 
mode and to extract both resonance frequencies, which have changed due to 
the update DC bias voltage. 

The next step is to couple the FPGA frequency measurement with the ge­
netic algorithm and the simulated annealing running on the PC. The ultimate 
goal is to implement the GA and the SA on a microprocessor integrated into 
a FPGA. 

5. CONCLUSION 

The tuning method for MEMS micro-gyroscopes based on evolutionary 
computation shows great promise as a technology to replace the cumber­
some, manual tuning process. We demonstrated, using an open-loop meas­
urement, that we can for the first time fully automatically obtain a four times 
smaller frequency split at a tenth of the time, compared to human perform­
ance. We also showed that the "switched drive-angle" system has the option 
of swapping the drive- and sense-axes, thus decreasing the time required for 
tuning by more than a factor of fifty compared to the open-loop approach. 
Additionally, a future design will include a microprocessor on-chip to allow 
for in situ retuning of the MEMS micro-gyroscope if there is an unexpected 
change in the behavior due to radiation, temperature shift, or other faults. 

The novel capability of fiilly automated gyro tuning, integrated in a sin­
gle device next to the gyro, enables robust, low-mass and low-power high-
precision Inertial Measurement Unit (IMU) systems to calibrate themselves 
autonomously during ongoing missions, e.g., Mars Ascent Vehicle. 
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